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Preface

This book grew out of the notes of the course on quantum field theory
that I give at the University of Geneva, for students in the fourth year.

Most courses on quantum field theory focus on teaching the student
how to compute cross-sections and decay rates in particle physics. This
is, and will remain, an important part of the preparation of a high-
energy physicist. However, the importance and the beauty of modern
quantum field theory resides also in the great power and variety of its
methods and ideas. These methods are of great generality and provide a
unifying language that one can apply to domains as different as particle
physics, cosmology, condensed matter, statistical mechanics and critical
phenomena. It is this power and generality that makes quantum field
theory a fundamental tool for any theoretical physicist, independently
of his/her domain of specialization, as well as, of course, for particle
physics experimentalists.

In spite of the existence of many textbooks on quantum field theory, I
decided to write these notes because I think that it is difficult to find a
book that has a modern approach to quantum field theory, in the sense
outlined above, and at the same time is written having in mind the level
of fourth year students, which are being exposed for the first time to the
subject.

The book is self-contained and can be covered in a two semester course,
possibly skipping some of the more advanced topics. Indeed, my aim is
to propose a selection of topics that can really be covered in a course,
but in which the students are introduced to many modern developments
of quantum field theory.

At the end of some chapters there is a Solved Problems section where
some especially instructive computations are presented in great detail,
in order to give a model of how one really performs non-trivial com-
putations. More exercises, sometimes quite demanding, are provided
for Chapters 1 to 8, and their solutions are discussed at the end of the
book. Chapters 9, 10 and 11 are meant as a bridge toward more ad-
vanced courses at the PhD level.

A few parts which are more technical and can be skipped at a first
reading are written in smaller characters.

Acknowledgments. I am very grateful to Stefano Foffa, Florian Du-
bath, Alice Gasparini, Alberto Nicolis and Riccardo Sturani for their
help and for their careful reading of the manuscript. I also thank Jean-
Pierre Eckmann for useful comments, and Sonke Adlung, of Oxford Uni-
versity Press, for his friendly and useful advice.



IWe will never use lower spatial indices,
to avoid the possible ambiguity due to
the fact that in equations with only spa-
tial indices it would be natural to use
d;; to raise and lower them, while with
our signature it is rather 7;; = —d;;.

Notation

Our notation is the same as Peskin and Schroeder (1995). We use units
h = ¢ = 1; their meaning and usefulness is illustrated in Section 1.2.
The metric signature is
Ny = (+7 BEREE _) .

Indices. Greek indices take values p = 0,...,3, while spatial indices
are denoted by Latin letters, ¢,7,... = 1,2,3. The totally antisym-
metric tensor e#V?° has €"'?3 = +1 (therefore €gia3 = —1). Observe
that, e.g. €230 = —1 since, to recover the reference sequence 0123,
the index zero has to jump three positions. Therefore e#¥?? is anti-
cyclic. Repeated upper and lower Lorentz indices are summed over, e.g.
A, B = Zi:o A, B". When the equations contain only spatial indices,
we will keep all indices as upper indices,! and we will sum over repeated
upper indices; e.g. the angular momentum commutation relations are
written as [J*, J!] = ie¥™ J™ and the totally antisymmetric tensor €*/*
is normalized as €'?®> = 4+1. The notation A denotes a spatial vector
whose components have upper indices, A = (A!, A%, A3).

The partial derivative is denoted by 9, = 0/dz* and the (flat space)
d’Alambertian is O = §,0" = 93 — V*. With our choice of signature the
four-momentum operator is represented on functions of the coordinates
as pt = +id*, so p° = i0/02° = i0/0t and p' = id' = —id; = —id/0z".
Therefore p* = —iV? with V! = /02" = 9; or, in vector notation,
p=-iVand V =9/0x.

The symbol 9, is defined by f 0, g = fOu.9 — (0, f)g. We also use the
Feynman slash notation: for a four-vector A*, we define 4 = A,+*. In
particular, @ = v*0,,.

Dirac matrices. Dirac v matrices satisfy

uv

{7 =AMy =2

Therefore 73 = 1 and, for each i, (7*)? = —1; 4¥ is hermitian while, for
each i, v* is antihermitian,
(V") =17, (V) =,

or, more compactly, (v*)T = 7%9#40. The matrix 7° is defined as

7" =+,

and satisfies

(") =1, (") =", {7} =0.



xiii

We also define )
17 ¢ v
ot =5 "

Two particularly useful representations of the v matrix algebra are

0_01 i OO'i 5 *10
T={10) 7"\t 0 ) T\ o0 1

(here 1 denotes the 2 x 2 identity matrix), which is called the chiral or
Weyl representation, and

0 __ 1 0 i 0 O'i 5 0 1
Y= 0 —1 ’ Y= _O.i 0 ’ V= 1 0 )

which is called the ordinary, or standard, representation.
The Pauli matrices are

(01 s (0 —i s (1 0
7 <1 o) 2 =\i o) 27 o -1)"
and satisfy

olod = 9 + ik gk

We also define ‘ ‘
ot =(1,0"), a*=(1,-0".

In the calculation of cross-sections and decay rates we often need the
following traces of products of v matrices,

Tr(y"") = 4™,
Tr(v" " yPy7) =4 ("7 —n"n"7 +nkn"r),
Tr(y°7#9"yP7) = —4ie'P7 .

Fourier transform. The four-dimensional Fourier transform is

d'k —ikx f
[ e i,
F(k) = / dhe it f(z),

f(x)

and, because of our choice of signature, the three-dimensional Fourier
transform is defined as
d3k . =
+ik -x
e k

Flk) = / @ e f(x)

f(x)

For arbitrary n, the n-dimensional Dirac delta satisfies

/ d"z e = (2m)"6 (k) .



xiv  Notation

2Observe that, once the result is writ-
ten in terms of «, it is independent of
the conventions on e, since « is always
the same constant ~ 1/137. For in-
stance, the Coulomb potential between
two electrons (in units A = ¢ = 1) is
always V(r) = a/r.

Electromagnetism. The electron charge is denoted by e, and e < 0.
As is customary in quantum field theory and particle physics, we use
the Heaviside—Lorentz system of units for electromagnetism (also called
rationalized Gaussian c.g.s. units). This means that the fine structure
constant o = 1/137.035999 11(46) is related to the electron charge by

62

= Amhe’

or simply o = e?/(4w) when we set h = ¢ = 1. With this definition of
the unit of charge there is no factor of 47 in the Maxwell equations,

VE=p, VxB-9E=1J,

while the Coulomb potential between two static particles of charges Q1 =
qre and Q2 = goe is

Q1Q2 o
= —— — 1
Ty q192 . (1)

V(r)
(where in the last equality we have used i = ¢ = 1), and the energy
density of the electromagnetic field is

1

g = §(E2+B2)

In quantum electrodynamics nowadays these conventions on the elec-
tric charge are almost universally used, but it is useful to remark that
they differ from the (unrationalized ) Gaussian units commonly used in
classical electrodynamics; see, e.g. Jackson (1975) or Landau and Lif-
shitz, vol. II (1979), where the electron charge is rather defined so that
a = €2 ../(hc) ~ 1/137, and therefore eynas = e/v4m. The unra-
tionalized electric and magnetic fields, Eynrat, Bunrat by definition are
related to the rationalized electric and magnetic fields, E, B by Eynrat =
VAT E, Bunrar = VAT B, ie. A% = /41 A*. The form of the Lorentz
force equation is therefore unchanged, since with these definitions eE =
€unrat Bunrat and eB = eunratBunras. However, a factor 47 appears in the
Maxwell equations, V-Eyunrat = 4T punrat and VXBunrat — OoEunrat =
47T ynrat; the Coulomb potential becomes V(r) = (Q1Q2)unrat/7, and
the electromagnetic energy density becomes e = (E2_ . +B2 _)/(8).

In quantum electrodynamics, since eA* = eunrat Ahpyrat, the interaction
vertex is —zey" in rationalized units and —ieynraty” in unrationalized
units. However, in unrationalized units the gauge field is not canonically
normalized, as we see for instance from the form of the energy density.
Therefore in unrationalized units the factor associated to an incoming
photon in a Feynman graph becomes v/4me” rather than just ¢*, to an
outgoing photon it is v4me** rather than just €**, and in the photon
propagator the factor 1/k? becomes 47 /k2. In quantum theory it is more
convenient to have a canonically normalized gauge field, which is the
reason why, except in Landau and Lifshitz, vol. IV (1982), rationalized
units are always used.?



Experimental data. Unless explicitly specified otherwise, our exper-
imental data are taken from the 2004 edition of the Review of Particle
Physics of the Particle Data Group, S. Eidelman et al., Phys. Lett.
B592, 1 (2004), also available on-line at http://pdg.lbl.gov.
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Introduction

1.1 Overview

Quantum field theory is a synthesis of quantum mechanics and special
relativity, and it is one of the great achievements of modern physics.
Quantum mechanics, as formulated by Bohr, Heisenberg, Schrédinger,
Pauli, Dirac, and many others, is an intrinsically non-relativistic theory.
To make it consistent with special relativity, the real problem is not
to find a relativistic generalization of the Schrédinger equation.! Wave
equations, relativistic or not, cannot account for processes in which the
number and the type of particles changes, as in almost all reactions of
nuclear and particle physics. Even the process of an atomic transition
from an excited atomic state A* to a state A with emission of a photon,
A* — A+, is in principle unaccessible to this treatment (although in
this case, describing the electromagnetic field classically and the atom
quantum mechanically, one can get some correct results, even if in a
not very convincing manner). Furthermore, relativistic wave equations
suffer from a number of pathologies, like negative-energy solutions.

A proper resolution of these difficulties implies a change of viewpoint,
from wave equations, where one quantizes a single particle in an exter-
nal classical potential, to quantum field theory, where one identifies the
particles with the modes of a field, and quantizes the field itself. The
procedure also goes under the name of second quantization.

The methods of quantum field theory (QFT) have great generality
and flexibility and are not restricted to the domain of particle physics.
In a sense, field theory is a universal language, and it permeates many
branches of modern research. In general, field theory is the correct lan-
guage whenever we face collective phenomena, involving a large number
of degrees of freedom, and this is the underlying reason for its unifying
power. For example, in condensed matter the excitations in a solid are
quanta of fields, and can be studied with field theoretical methods. An
especially interesting example of the unifying power of QFT is given
by the phenomenon of superconductivity which, expressed in the field
theory language, turns out to be conceptually the same as the Higgs
mechanism in particle physics. As another example we can mention
that the Feynman path integral, which is a basic tool of modern quan-
tum field theory, provides a formal analogy between field theory and
statistical mechanics, which has stimulated very important exchanges
between these two areas. Beside playing a crucial role for physicists,

1.1 Overview 1

1.2 Typical scales in
high-energy physics 4

lActually, Schrodinger first found a
relativistic equation, that today we
call the Klein-Gordon equation. He
then discarded it because it gave the
wrong fine structure for the hydrogen
atom, and he retained only the non-
relativistic limit. See Weinberg (1995),
page 4.
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23ce http://www.g-2.bnl.gov/.  This
values updates the value reported in the
2004 edition of the Review of Particle
Physics.

quantum field theory even plays a role in pure mathematics, and in the
last 20 years the physicists’ intuition stemming in particular from the
path integral formulation of QFT has been at the basis of striking and
unexpected advances in pure mathematics.

QFT obtains its most spectacular successes when the interaction is
small and can be treated perturbatively. In quantum electrodynamics
(QED) the theory can be treated order by order in the fine structure
constant o = €?/(4whc) ~ 1/137. Given the smallness of this parame-
ter, a perturbative treatment is adequate in almost all situations, and
the agreement between theoretical predictions and experiments can be
truly spectacular. For example, the electron has a magnetic moment of
modulus gle|i/(4dmec), where g is called the gyromagnetic ratio. While
classical electrodynamics erroneously suggests g = 1, the Dirac equation
gives ¢ = 2, and QED predicts a small deviation from this value; the
experimentally measured value is

g—2
2
(the digit in parentheses is the experimental error on the last figure),
4

and the theoretical prediction, computed perturbatively up to order a*,
is

()

Different sources of errors on the last figures are written separately in
parentheses. The theoretical error is due partly to the numerical eval-
uation of Feynman diagrams (there are 891 of them at order a*!) and
partly to the fact that, at this level of precision, hadronic contributions
come into play. We also need to know a with sufficient accuracy; this is
provided by the quantum Hall effect.

The gyromagnetic ratio has been measured very precisely also for
the muon, and the accuracy of this measurement has been improved
recently,? with the result (g — 2)/2[exp = 0.001 165 9208(6), and a theo-
retical prediction (g — 2)/2|tn = 0.0011659181(7). The remaining dis-
crepancy has aroused much interest, in the hope that it might be a signal
of new physical effects, but to see whether this is actually the case re-
quires first a better theoretical understanding of hadronic contributions,
which are more difficult to compute. In any case, an agreement between
theory and experiment at the level of 10 decimal figures for the electron
(or eight for the muon) is spectacular, and it is among the most precise
in physics.

= 0.001 159 652 187(4) (1.1)

exp

= % — (0.328478965. ) (%)2 +(L17611...) (%)3

th

—(1.434..)) (%)4 = 0.001 159 652 140(5)(4)(27).

As we know today, QED is only a part of a larger theory. As we
approach the scales of nuclear physics, i.e. length scales r ~ 10713 cm
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or energies £ ~ 200 MeV, the existence of new interactions becomes
evident: strong interactions are responsible for instance for binding to-
gether neutrons and protons into nuclei, and weak interactions are re-
sponsible for a number of decays, like the beta decay of the neutron
into the proton, electron and antineutrino, n — pe~7,. A successful
theory of beta decay was already proposed by Fermi in 1934. We now
understand the Fermi theory as a low energy approximation to a more
complete theory, that unifies the weak and electromagnetic interactions
into a single conceptual framework, the electroweak theory. This theory,
developed in the early 1970s, together with the fundamental theory of
strong interactions, quantum chromodynamics (QCD), has such spec-
tacular experimental successes that it now goes under the name of the
Standard Model. In the last decade of the 20th century the LEP ma-
chine at CERN performed a large number of precision measurements, at
the level of one part in 104, which are all completely reproduced by the
theoretical predictions of the Standard Model. These results show that
we do understand the laws of Nature down to the scale of 10717 cm,
i.e. four orders of magnitude below the size of a nucleus and nine orders
of magnitude below the size of an atom. Part of the activity of high
energy physicists nowadays is devoted to the search of physics beyond
the Standard Model. The best hint for new physics presently comes
from the recent experimental evidence for neutrino oscillations. These
oscillations imply that neutrinos have a very small mass, whose deeper
origin is suspected to be related to physics beyond the Standard Model.

The Standard Model has a beautiful theoretical structure; its discov-
ery and development, due among others to Glashow, Weinberg, Salam
and 't Hooft, requires a number of new concepts compared to QED.
A detailed explanation of the Standard Model is beyond the scope of
this course, but we will discuss two of its main ingredients: non-abelian
gauge fields, or Yang—Mills theories, and spontaneous symmetry break-
ing through the Higgs mechanism.

In spite of the remarkable successes of the Standard Model, the search
for the fundamental laws governing the microscopic world is still very
far from being completed. In the Standard Model itself there is still
a missing piece, since it predicts a particle, the Higgs boson, which
plays a crucial role and which has not yet been observed. LEP, after 11
years of glorious activity, was closed in November 2000, after reaching a
maximum center of mass energy of 209 GeV. The new machine, LHC,
is now under construction at CERN, and together with the Tevatron
collider at Fermilab aims at exploring the TeV (= 103 GeV = 1012 eV)
energy range. It is hoped that they will find the Higgs boson and that
they will test theoretical ideas like supersymmetry that, if correct, are
expected to give observable signals at this energy scale.

Looking much beyond the Standard Model, there is a very substantial
reason for believing that we are still far from a true understanding of the
fundamental laws of Nature. This is because gravity cannot be included
in the conceptual schemes that we have discussed so far. General rela-

1.1

Overview 3
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3However, this could change in theories
with large extra dimensions. In fact,
both in quantum field theory and in
string theory, have been devised mech-
anisms such that some extra dimen-
sions are accessible only to gravita-
tional interactions, and not to electro-
magnetic, weak or strong interactions.
In this case, it turns out that the ex-
tra dimensions could even be as large
as the millimeter without conflicting
with any experimental result, and the
huge value 10'° GeV of the gravita-
tional scale would emerge from a combi-
nation of the large volume of the extra
dimensions and a much smaller mass-
scale which characterizes the energy
where genuine quantum gravity effects
set in. This new gravitational mass-
scale might even be as low as a few
tens of TeV, and in this case it could
be within the reach of future particle
physics experiments.

tivity is incompatible with quantum field theory. From an experimental
point of view, at present, this causes no real worry; the energy scale
at which quantum gravity effects are expected to become important is
so huge (of order 10'? GeV) that we can forget them altogether in ac-
celerator experiments.?> There remains the conceptual need for a new
theoretical scheme where these two pillars of modern physics, quantum
field theory and general relativity, merge consistently. And, of course,
one should also be subtle enough to find situations where this can give
testable predictions. A consistent theoretical scheme is perhaps slowly
emerging in the form of string theory; but this would lead us very far
from the scope of this course.

1.2 Typical scales in high-energy physics

Before entering into the technical aspects of quantum field theory, it
is important to have a physical understanding of the typical scales of
atomic and particle physics and to be able to estimate what are the
orders of magnitudes involved. Often this can be done just with ele-
mentary dimensional considerations, supplemented by some very basic
physical inputs. We will therefore devote this section to an overview of
order of magnitude estimates in particle physics.

These estimates are much simplified by the use of units A = c = 1. To
understand the meaning of these units, observe first of all that 4 and ¢
are universal constants, i.e. they have the same numerical value for all
observers. The speed of light has the value ¢ = 299792458 m/s, with
no error because, after having defined the unit of time from a particular
atomic transition (a hyperfine transition of cesium-133) this value of ¢
is taken as the definition of the meter. However, instead of using the
meter, we can decide to use a new unit of length (or a new unit of
time) defined by the statement that in these units ¢ = 1. Then, the
velocity v of a particle is measured in units of the speed of light, which
is very natural since in particle physics we typically deal with relativistic
objects. In these units 0 < v < 1 for massive particles, and v = 1 for
massless particles.

The Planck constant A is another universal constant, and it has dimen-
sions [energy] X [time] or [length] X [momentum]| as we see for instance
from the uncertainty principle. We can therefore choose units of energy
such that A = 1. Then all multiplicative factors of A and ¢ disappear
from our equations and formally, from the point of view of dimensional
analysis,

[velocity] = pure number , (1.2)
[energy] = [momentum] = [mass] , (1.3)
[length] = [mass] ' . (1.4)

The first two equations follow immediately from ¢ = 1 while the third
follows from the fact that i/(mc) is a length. Thus all physical quantities
have dimensions that can be expressed as powers of mass or, equivalently,
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as powers of length. For instance an energy density, [energy]/[length]3,
becomes a [mass|?. Units i = ¢ = 1 are called natural units.

The fine structure constant a = e2/(4nhc) ~ 1/137 is a pure num-
ber, and therefore in natural units the electric charge e becomes a pure
number.

To make numerical estimates, it is useful to observe that hAc, in ordi-
nary units, has dimensions [energy x time] x [velocity] = [energy] x [length].
In particle physics a useful unit of energy is the MeV (= 10° eV) and a
typical length-scale is the fermi: 1 fm = 10~'3 cm; one fm is the typical
size of a proton. Expressing hc in MeV xfm, one gets

he ~ 200 MeV fm. (1.5)

(The precise value is 197.326 968 (17) MeV fm.) Then, in natural units,
1fm ~ 1/(200 MeV). The following examples will show that sometimes
we can go quite far in the understanding of physics with just very simple
dimensional estimates.

If we want to make dimensional estimates in QED the two parameters
that enter are the fine structure constant o ~ 1/137 and the electron
mass, m. =~ 0.5 MeV/c?. Note that in units ¢ = 1 masses are expressed
simply in MeV, as energies. We now consider a few examples.

The Compton radius. The simplest length-scale associated to a par-
ticle of mass m in its rest frame is its Compton radius, r¢ = 1/m. In
particular, for the electron

1 200 MeV fm 11
Tc_m_e_m_4x10 cm . (1.6)

Since r¢ does not depend on «, it is the relevant length-scale in situa-
tions in which there is no dependence on the strength of the interaction.
Historically, ¢ made its first appearance in the Compton scattering of
X-rays off electrons. Classically, the wavelength of the scattered X-rays
should be the same as the incoming waves, since the process is described
in terms of forced oscillations. Quantum mechanically, treating the X-
rays as photons, we understand that part of the momentum hv of the
incoming photon is used to produce the recoil of the electron, so the mo-
mentum of the outgoing photon is smaller, and its wavelength is larger.
The wavelength of the outgoing photon is fixed by energy—momentum
conservation, and therefore is independent of «, so the relevant length-
scale must be r¢. Indeed, a simple computation gives

N —=X=rc(l—cosh), (1.7)
where A\, ) are the initial and final X-ray wavelengths and 6 is the scat-

tering angle.

The hydrogen atom. Let us first estimate the Bohr radius rg. The
only mass that enters the problem is the reduced mass of the electron—
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proton system; since m, ~ 938 MeV is much bigger than m. we can
identify the reduced mass with m., within a precision of 0.05 per cent.
Dimensionally, again rg ~ 1/m., but now a enters. Clearly, the radius
of the bound state is smaller if the interaction responsible for the binding
is stronger, while it must go to infinity in the limit & — 0, so @ must be in
the denominator and it is very natural to guess that rg ~ 1/(m.a). This
is indeed the case, as can be seen with the following argument: by the
uncertainty principle, an electron confined in a radius r has a momentum
p ~ 1/r. If the electron in the hydrogen atom is non-relativistic (we will
verify the consistency of this hypothesis a posteriori) its kinetic energy
is p?/(2m.) ~ 1/(2mer?). This kinetic energy must be balanced by
the Coulomb potential, so at the equilibrium radius 1/(2mer?) ~ a/r,
which indeed gives rg ~ 1/(mea). In principle factors of 2 are beyond
the power of dimensional estimates, but here it is quite tempting to
observe that the virial theorem of classical mechanics states that, for a
potential proportional to 1/r, at equilibrium the kinetic energy is one
half of the absolute value of the potential energy, so we would guess,
more precisely, that 1/(2mer%) = a/(2rp), i.e.

1

Mex

rg = ~0.5x 10 %cm, (1.8)

which is indeed the definition of the Bohr radius as found in the quantum
mechanical treatment. The typical potential energy of the hydrogen
atom is then

(V) ~V(rg) = —— = —m.a?, (1.9)
B
and, again using the virial theorem, the kinetic energy is
1 1
E=-3V~ §mea2 . (1.10)

This is the kinetic energy of a non-relativistic electron with typical ve-
locity
v~ (1.11)

Since o < 1, our approximation of a non-relativistic electron is indeed
consistent. This of course was expected, since we know that, in a first
approximation, the non-relativistic Schrodinger equation gives a good
description of the hydrogen atom.

The sum of the kinetic and potential energy is —(1/2)m.a? so the
binding energy of the hydrogen atom is

2
1 1 1
binding energy = §mea2 ~3 0.5MeV (1—37> ~13.6 eV. (1.12)

The Rydberg energy is indeed defined as (1/2)m.a?, and the Schrédinger
equation gives the energy levels

E,=—

(1.13)
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In QED this is just the first term of an expansion in «a; at next order
one finds the fine structure of the hydrogen atom,

En,jme|: o’ a—4< “ §>+..}, (1.14)

2?2 2t \Gj+ 1 4

where j is the total angular momentum and, to be more accurate, the
electron mass should be replaced by the reduced mass memy/(me+my).
We will derive eq. (1.14) in Solved Problem 3.1. The fine structure con-
stant « gets its name from this formula. From eq. (1.11) we understand
that, in the hydrogen atom, the expansion in « is the same as an expan-
sion in powers of v, and the fine structure of the hydrogen atom is just
the first relativistic correction.

Electron—photon scattering. We want to estimate the cross-section for
the scattering of a photon by an electron, which we take initially at rest,
e~y — e~ 7. We denote by w the initial photon energy (in natural units
the energy of the photon E = fuw becomes simply w). The energy of the
final photon is fixed by the initial energy w and by the scattering angle
0, so the total cross-section (i.e. the cross-section integrated over the
scattering angle) can depend only on two energy scales, m. and w, and
on the dimensionless coupling . The dependence on « is determined
observing that the scattering process takes place via the absorption of
the incoming photon and the emission of the outgoing photon. As we
will study in detail in Chapters 5 and 7, this is a process of second order
in perturbation theory and its amplitude is O(e?) so the cross-section,
which is proportional to the squared amplitude, is O(e?), i.e. O(a?).
For a generic incoming photon energy w, we have two different scales in
the problem and we cannot go very far with dimensional considerations.
Things simplify in the limit w < m,. In this limit we can neglect w
compared to m, and we have basically only one mass-scale, m.. Since
the cross-section has dimensions [length]?, we can estimate o ~ a?/m?.
It is therefore useful to define rg,

_ 13
ro= - ~28x10 P em, (1.15)

so that the cross-section is o ~ 73. The exact computation gives the

result 9
or = gmg (1.16)

and the factor of 7 is also easily understood, since a cross-section is
an effective area, so it is ~ 7m73. The electron-photon cross-section at
w K me is known as the Thomson cross-section and can be computed
just with classical electrodynamics, since when w < m. the photons
are well described by a classical electromagnetic field; g is therefore
called the classical electron radius, and gives a measure of the size of an

electron, as seen using classical electromagnetic fields as a probe.
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4In general, not every quantum compu-
tation has a well-defined classical limit;
just think of what happens to the black
body spectrum when h — 0 (indeed,
this example was just the original mo-
tivation of Planck for introducing h!).
However, reinstating A and c explic-
itly, the classical electron radius is rg =
a(h/mec) = (e2/4mhc)(h/mec) and h
cancels, so the limit A — 0 is well de-
fined.

Consider now the opposite limit w > m,. In this case the cross-
section must have a dependence on the energy of the photon and, because
of Lorentz invariance, the cross-section integrated over the angles will
depend on the energy of the photon through the energy in the center
of mass system. If k is the initial four-momentum of the photon and
Pe is the initial four-momentum of the electron, the total initial four-
momentum is p = k + p. and the square of the energy in the center of
mass is s = p?. In the rest frame of the electron p. = (m.,0,0,0) and
k= (w,0,0,w),s0 5 = (me+w)?—w? = 2mew+m?2. In the limit w > m,
we have s > m? and we would expect that we can neglect m.. Then the
only energy scale is provided by /s, and we would expect that o ~ a?/s.
Here however there is a subtlety. In the previous case, w < m., we have
implicitly assumed that in the limit w — 0 the cross-section is finite.
This is indeed the case, since in this limit the electromagnetic field can be
treated classically, and the classical computation gives a finite answer.*
If instead w > m,, we are effectively taking the limit m, — 0; it turns
out that this limit is problematic in QED, and taking m. — 0 one finds
so-called infrared divergences. In fact, from the explicit computation
one finds that the correct high-energy limit of the cross-section is

2o’ s
o T g (2 1.17
7= g () (117)

€

This is an example of the fact that divergences, which are typical of
quantum field theory, can spoil naive dimensional analysis. We will
examine this issue in a more general context in Section 5.9.

In conclusion, we have found three different scales that can be con-
structed with m,. and a. The largest is rg = 1/(me.a) and gives the
characteristic size of an electron bound by the Coulomb potential of a
proton; rc = 1/m, is the characteristic length-scale associated with a
free electron in its rest frame, and the smallest, 1o = a/m., is associated
with classical ey scattering.

Nucleons and strong interactions. Nuclei are bound states of nucleons,
i.e. of protons and neutrons, with a radius r ~ A'/3x1 fm, where A is
the total number of nucleons (so that the volume is proportional to A).
From the uncertainty principle, a particle confined within 1 fm has a
momentum p ~ 1/(1fm) ~ 200 MeV. If the nucleons in the nucleus are
non-relativistic, their kinetic energy is

2

Ex~ PN~ 90MeV (1.18)
2mpy

so this must be the typical scale of nuclear binding energies; the typical

velocity is

oy~ PN~ 02, (1.19)
my

This values of v shows that the non-relativistic approximation is roughly
correct, but relativistic corrections in nuclei are numerically more im-
portant than in atoms. Since the corrections are proportional to v2
(compare egs. (1.11) and (1.14)), in nuclei they are of order 4%.
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It is also interesting to estimate the analogue of a for the strong
interactions. For this we need to know that the nucleon—nucleon strong
potential is not Coulomb-like, but rather decays exponentially at large
distances,

Qs —MyT
Voe——e ™",

; (1.20)

where a; is the coupling constant of strong interactions and m, ~
140 MeV is the mass of a particle, the pion, that at length-scales [ 21 fm
can be considered the mediator of the strong interaction (we will de-
rive this result in Section 6.6). Consider for instance a proton—neutron
system, which makes a bound state (the nucleus of deuterium) of ra-
dius 7 ~ 1 fm. At equilibrium, (—1/2)V must be equal to the kinetic
energy p*/(2m) ~ 1/(2mr?), where m ~ m,/2 is the reduced mass of
the two-nucleon system (and the —1/2 comes again from the virial theo-
rem). Since we already know that the equilibrium radius is at r ~ 1 fm,
we find as ~ 2(mpr) ! exp{mr}|r—1fm ~ 0.8. The precise numerical
value is not of great significance, since we are making order of magni-
tude estimates, but anyway this shows that the coupling a; is not a
small number, and strong interactions cannot be treated perturbatively
in the same way as QED.®

Lifetime and cross-sections of strong interactions. Hadrons are de-
fined as particles which have strong interactions. If a particle decays
by strong interactions it is possible to estimate its lifetime 7 as follows.
The quantities that can enter the computation of the lifetime are the
coupling ay, the masses of the particles involved, and the typical inter-
action radius of the strong interactions. However, these particles have
typical masses in the GeV range, and the interaction range of the strong
interaction ~ 1fm ~ (200MeV)~!. Then all energy scales in the problem
are between a few hundred MeV and a few GeV, so in a first approx-
imation we can say that the only length-scale in the problem is of the
order of the fermi. Furthermore, we have seen that oy = O(1). This
means that, in order of magnitude, the lifetimes of particles which decay
by strong interactions are in the ballpark of 7 ~ 1fm/c ~ 3 x 10724 s.
Particles with such a small lifetime only show up as peaks in a plot of
a scattering cross-section against the energy, and are called resonances,
since the mechanism that produces the peak is conceptually the same as
the resonance in classical mechanics (we will discuss resonances in detail
in Section 6.5). The width T" of the peak is related to the lifetime by
I' = i/7 or, in natural units,

1 1
I'==-~— ~200MeV.
1fm ¢

- (1.21)

We can estimate similarly the typical cross-sections of processes medi-
ated by strong interactions. Since a cross-section is an effective area,
we must typically have o ~ 7 (1fm)? ~ 3 x 10725cm?. A common unit
for cross-sections is the barn, 1 barn = 10724 cm?. Therefore a typical
strong interactions cross-section, in the absence of dynamical phenomena

SWe will see in Section 5.9 that the
coupling constants actually are not con-
stant at all, but rather depend on the
length-scale at which they are mea-
sured. We will see that the correct
statement is that the theory of strong
interactions, QCD, cannot be treated
perturbatively at length-scales 21 fm,
while as becomes small at | < 1 fm,
and there perturbation theory works
well.
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Table 1.1 Examples of electroweak decays.
In the right column we give the lifetime of
the decaying particle and in the left column
its main decay mode. Observe the broad
range of lifetimes. For lifetimes so small as
for the Z0, it is more convenient to give the
decay width. For the Z°, the full width is
T = 2.4952(23) GeV.

main mode lifetime (sec)
n  — pe e 0.8857(8) x 103
u- — e Dey,  2.19703(4) x 1076
at — uty, 2.6033(5) x 108
A — pr— 2.632(20) x 10710
K% — ntn~ 0.8958(6) x 10710
0 = gy 0.84(6) x 1016
20— Ay 0.74(7) x 1019
Z% — hadrons 2.6379(24) x 10~2°

like resonances, is of the order of 30 millibarns. Here we have implic-
itly assumed that the particles are relativistic, i.e. their relative speed
is close to one. Otherwise we must take into account that the relevant
length-scale for a particle of mass m and velocity v < 1 is given by
the De Broglie wavelength A = 1/(mwv) > 1/m, and a typical nuclear
cross-section for slow particles, in the absence of resonances, is of the
order o ~ w\?, see Exercise 1.3.

Electroweak decays. Leptons do not have strong interactions and ei-
ther are stable or decay through electroweak interactions. Furthermore,
strong interactions obey a number of conservation laws, which result in
the fact that also many hadrons cannot decay via the strong interaction;
in this case they decay through electroweak interactions (except for the
proton, which in the Standard Model is stable) and their lifetime is con-
siderably longer than the typical lifetimes 7 ~ 10724 s of strong decays.
Weak decays span a broad range of lifetimes because they depend on
quite different mass-scales: the electroweak scale, the mass of the decay-
ing particle, and the masses of the decay products. While in the case
of hadronic resonances the scales which are involved are all between a
few hundred MeV and a few GeV, for weak decays these scales can be
very different from each other: the electroweak scale is O(100) GeV,
while the masses of the decaying particle or of the decay products can
be anywhere between zero (for the photon) or less than a few eV (for the
electron neutrino) up to hundreds of GeV. Furthermore the electroweak
coupling constants are not of order one. Rather, the electromagnetic
coupling is o ~ 1/137 ~ 0.007 while, as we will discuss in Chapter 8,
weak interactions are characterized by two coupling constants g2/(4r)
and g%/(4mr) both numerically of order 0.1. For these reasons the elec-
troweak lifetimes, even in order of magnitude, vary from case to case.
Some examples are given in Table 1.1.

The lifetime can be written as

h h

T=p= ST (1.22)
where in the last equality the sum runs over all decay channels. I' is
called the full width, while the I'; are the partial widths relative to the
decay mode labeled by i. In the first column of Table 1.1 we give the
dominant decay mode, i.e. the mode with the largest partial width. In
the second column we give the lifetime, i.e. the inverse of the full width.
The quantity I';/T" is called the branching ratio of the mode labeled by
1. We will compute explicitly many weak decays in the Solved Problems
section of Chapter 8.

The Planck mass. Using simple dimensional estimates we can also
understand the statement made at the end of Section 1.1 that, in the
realm of particle physics, gravity enters into play only at huge energies.
Comparing the Newton potential V = —G ym?/r with a Coulomb po-
tential V = —e?/4mr = —(ahc)/r, we see that Gy times a mass squared
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has the dimensions of hc. Therefore from the fundamental constants
h,c, Gy we can build a mass-scale

Mp, = g—; , (1.23)
known as the Planck mass, whose numerical value is Mp; ~ 1.2 X
10" GeV/c?. In natural units, then, Gy = 1/M3, and we see, com-
paring the Newton and Coulomb laws, that the gravitational analogue
of the fine structure constant is (m/Mp))?. More precisely, since in gen-
eral relativity any form of energy is a source for the gravitational field,
particles with an energy E have an effective gravitational coupling

E2
aGg = —5 . 1.24

T 12y
At the typical energies of particle physics, say E ~ 1 GeV, we have
ag ~ 10738 and gravity is completely irrelevant. In the realm of parti-
cle physics, gravity becomes important only at energies comparable to
the Planck scale. These considerations only apply to the microscopic
domain. On the macroscopic scale, gravity can become more important
than electric interactions because it is always attractive, so it has a cu-
mulative effect, while on a large scale the electrostatic forces are screened
by the formation of electrically neutral objects, and the residual force
decreases faster than 1/r2.

Since Mp) provides a natural mass-scale, in quantum gravity it is
customary to use units in which not only A and ¢ but also Mp; are
set equal to one. These are called Planck units, and in these units all
physical quantities are dimensionless. We will not use them in this book.

Further reading

e A historical introduction to quantum field theory

namics, World Scientific, Singapore 1990. Recently

is given in Weinberg (1995), Chapter 1.

The standard compilation of experimental data
for high-energy physics is the Review of Particle
Physics of the Particle Data Group. Unless ex-
plicitly stated otherwise, our experimental data are
taken from the 2004 edition, S. Eidelman et al.,
Phys. Lett. B592, 1 (2004), also available on-line
at http://pdg.lbl.gov.

Precision measurements are a fascinating field
by themselves; the experimentally minded stu-
dent might enjoy browsing the detailed article by
F. J. M. Farley and E. Picasso, The muon g-2 ex-
periment, in T. Kinoshita ed., Quantum FElectrody-

the measure of the g — 2 of the muon has been fur-
ther improved by an experiment in Brookhaven, see
the link http://www.g-2.bnl.gov/

A well-written popular book, which gives a flavor
of modern research in quantum gravity and string
theory is B. Greene, The elegant universe: super-
strings, hidden dimensions, and the quest for the
ultimate theory, Norton, New York 1999.

QFT is a domain where there can be an interplay
between frontier research in theoretical physics and
in pure mathematics, and in the last decades this
has generated important advances in both fields.
The physicist who wishes an introduction to the ap-
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plication to physics of important concepts of geom-
etry and topology (like cohomology groups, com-
plex manifolds, fibre bundles, characteristic classes,
etc.) can consult, for instance, Nakahara (1990).
These concepts find many applications in the the-
ory of non-abelian gauge fields and in string the-

ory. Conversely, the mathematician interested in
the mathematical applications of QFT, supersym-
metry and string theory is referred to P. Deligne
et al. eds., Quantum Fields and Strings: A Course
for Mathematicians, AMS IAS 1999.

Exercises

(1.1) The Universe is permeated by a thermal back-

ground of electromagnetic radiation at a temper-
ature T' = 2.725(1) K (the cosmic microwave back-
ground radiation, or CMB). Estimate with dimen-
sional arguments the energy density of this gas of
photons and compare it with the critical density for
closing the Universe, p. ~ 0.5 X 10_5GeV/cm3.
[Hint: a useful mnemonic for kp is given by
the fact that, at room temperature T = 300 K,
kT ~ (1/40) eV. In the energy density, the nu-
merical constant in front of (kgT)* turns out to be
(72 /30)g(T), where g(T') is of the order of the num-
ber of particles which are relativistic at a temper-
ature T', i.e. which have m < T. With T' ~ 2.7 K,
only the photon and at most three neutrinos are
relativistic and g(7T') is between 3 and 4. Then,
for the purpose of this exercise, the only thing that
matters is that the constant (72/30)g(T) is of order
one.]

(1.2) Model the Sun as an ionized plasma of electrons

(1.3)

and protons, with an average temperature T =~
4.5 x 10° K and an average mass density p =~
1.4gm/cm®. Estimate the mean free path of pho-
tons in the Sun’s interior, and compare the con-
tribution to the mean free path coming from the
scattering on electrons with that from the scatter-
ing on protons. Knowing that the radius of the Sun
is R ~ 6.96x 10" cm, estimate the total time that
a photon takes to escape from the Sun.

[Hint: recall that the mean free path [ of a particle
scattering off an ensemble of targets with number
density (i.e. particles per unit volume) n and cross-
section o is

= —

no
or, if there are different species of targets, | =
1/%2nioi.]

Estimate the cross-section for a non-relativistic
neutron with kinetic energy £ ~ 1 MeV, scattering
on a proton at rest.

(1.25)



Lorentz and Poincaré
symmetries in QFT

We mentioned in the Introduction that quantum field theory (QFT) is
a synthesis of the principles of quantum mechanics and of special rel-
ativity. Our first task will be to understand how Lorentz symmetry is
implemented in field theory. We will study the representations of the
Lorentz group in terms of fields and we will introduce scalar, spinor,
and vector fields. We will then examine the information coming from
Poincaré invariance. This chapter is rather mathematical and formal.
The effort will pay, however, since an understanding of this group the-
oretical approach greatly simplifies the construction of the Lagrangians
for the various fields in Chapter 3 and gives in general a deeper under-
standing of various aspects of QFT.
From now on we always use natural units h = ¢ = 1.

2.1 Lie groups

Lie groups play a central role in physics, and in this section we recall
some of their main properties. In the next sections we will apply these
concepts to the study of the Lorentz and Poincaré groups.

A Lie group is a group whose elements g depend in a continuous and
differentiable way on a set of real parameters 0, a = 1,..., N. Therefore
a Lie group is at the same time a group and a differentiable manifold.
We write a generic element as g() and without loss of generality we
choose the coordinates 8% such that the identity element e of the group
corresponds to 0% =0, i.e. g(0) =e.

A (linear) representation R of a group is an operation that assigns to
a generic, abstract element g of a group a linear operator Dg(g) defined
on a linear space,

g+~ Dr(g) (2.1)

with the properties that

(i): Dr(e) =1, where 1 is the identity operator, and

(ii): Dr(g1)Dr(g2) = Dr(g192), so that the mapping preserves the
group structure.

The space on which the operators Dg act is called the basis for the
representation R. A typical example of a representation is a matriz rep-
resentation. In this case the basis is a vector space of finite dimension

2.1
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2.6
2.7

Lie groups
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The Lorentz algebra
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Field representations

The Poincaré group
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16
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20

29
34
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1 T6 be precise, this is only true for the
component of the group manifold con-
nected with the identity.

n, and an abstract group element g is represented by a n X n matrix
(DR(g))ij7 with 4,7 = 1,...,n. The dimension of the representation
is defined as the dimension n of the base space. Writing a generic el-

ement of the base space as (¢!,...,¢"), a group element g induces a
transformation of the vector space
¢' — (Dr(9))" ;¢ . (2.2)

Equation (2.2) allows us to attach a physical meaning to a group ele-
ment: before introducing the concept of representation, a group element
g is just an abstract mathematical object, defined by its composition
rules with the other group members. Choosing a specific representation
instead allows us to interpret g as a transformation on a certain space;
for instance, taking as group SO(3) and as base space the spatial vectors
v, an element g € SO(3) can be interpreted physically as a rotation in
three-dimensional space.

A representation R is called reducible if it has an invariant subspace,
i.e. if the action of any Dgr(g) on the vectors in the subspace gives
another vector of the subspace. Conversely, a representation with no
invariant subspace is called irreducible. A representation is completely
reducible if, for all elements g, the matrices Dg(g) can be written, with
a suitable choice of basis, in block diagonal form. In other words, in a
completely reducible representation the basis vectors ¢! can be chosen
so that they split into subsets that do not mix with each other under
eq. (2.2). This means that a completely reducible representation can be
written, with a suitable choice of basis, as the direct sum of irreducible
representations.

Two representations R, R’ are called equivalent if there is a matrix
S, independent of g, such that for all g we have Dg(g) = S~™'Dr/(g)S.
Comparing with eq. (2.2), we see that equivalent representations corre-
spond to a change of basis in the vector space spanned by the ¢°.

When we change the representation, in general the explicit form and
even the dimensions of the matrices D (g) will change. However, there
is an important property of a Lie group that is independent of the rep-
resentation. This is its Lie algebra, which we now introduce.

By the assumption of smoothness, for 6 infinitesimal, i.e. in the
neighborhood of the identity element, we have

Dr(0) ~ 1+ i0,TS (2.3)

with oD
Te = 8 . 2.4
R ? 89@ 9—o ( )

The T§ are called the generators of the group in the representation R.
It can be shown that, with an appropriate choice of the parametrization
far from the identity, the generic group elements g(f) can always be
represented by!

Dr(g(0)) = ek, (2.5)




whose infinitesimal form reproduces eq. (2.3). The factor ¢ in the defi-
nition (2.4) is chosen so that, if in the representation R the generators
are hermitian, then the matrices Dg(g) are unitary. In this case R is a
unitary representation.

Given two matrices Dg(g1) = exp(ia,T8) and Dg(g2) = exp(i8,TR),
their product is equal to Dg(g192) and therefore must be of the form
exp(i6,T5), for some dq (e, B),

i Th iBaTh _ LidaTh

(2.6)

Observe that T is a matrix. If A, B are matrices, in general ee? #
eATB 50 in general 6, # a, + (.. Taking the logarithm and expanding
up to second order in o and [ we get

1 1
i6,TH = log {[1 + i, TE + 5(z‘aaT;;)Q]u +iB.TE + §(iﬂaT§)2]} (2.7)
. a 1 a 1 a a
=log [1 +i(aq + Ba)TH — 5(aaTR)2 - §(ﬂaTR)2 - aaﬂbTRT}%} )

Expanding the logarithm, log(1 + z) ~ = — 2/2, and paying attention
to the fact that the T§ do not commute we get

aaﬁb [TI(-%h Tlg’] = i'}/c(av B)TIE’ )

with vy.(o, 8) = —2(0.(c, B) — ae — Bc). Since this must be true for all
«a and 3, v, must be linear in «, and in G, so the relation between

and o, 3 must be of the general form 7. = a,3,f?, for some constants
f.. Therefore

(2.8)

[T, T =ife . T¢. (2.9)

This is called the Lie algebra of the group under consideration. Two im-
portant points must be noted here. The first is that, even if the explicit
form of the generators T'* depends on the representation used, the struc-
ture constants f%° are independent of the representation. In fact, if £,
were to depend on the representation, v* and therefore §* would also
depend on R, so it would be of the form 6%(c, 5). Then from eq. (2.6)
we would conclude that the product of the group elements g; and go
gives a result which depends on the representation. This is impossible,
since the result of the multiplication of two abstract group element g1 go
is a property of the group, defined at the abstract group level without
any reference to the representations. Therefore, we conclude that f2,
are independent of the representation.? The second important point is
that this equation has been derived requiring the consistency of eq. (2.6)
to second order; however, once this is satisfied, it can be proved that no
further requirement comes from the expansion at higher orders.

Thus the structure constants define the Lie algebra, and the problem
of finding all matrix representations of a Lie algebra amounts to the
algebraic problem of finding all possible matrix solutions T4 of eq. (2.9).

2.1 Lie groups 15

2Ac‘cually, the generators of a Lie group
can even be defined without making
any reference to a specific represen-
tation. One makes use of the fact
that a Lie group is also a manifold,
parametrized by the coordinates 6¢,
and defines the generators as a basis of
the tangent space at the origin. One
then proves that their commutator (de-
fined as a Lie bracket) is again a tan-
gent vector, and therefore it must be a
linear combination of the basis vector.
In this approach no specific represen-
tation is ever mentioned, so it becomes
obvious that the structure constants are
independent of the representation. See,
e.g., Nakahara (1990), Section 5.6.
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A group is called abelian if all its elements commute between them-
selves, otherwise the group is non-abelian. For an abelian Lie group
the structure constants vanish, since in this case in eq. (2.6) we have
0q = g + B4. The representation theory of abelian Lie algebras is very
simple: any d-dimensional abelian Lie algebra is isomorphic to the di-
rect sum of d one-dimensional abelian Lie algebras. In other words, all
irreducible representations of abelian groups are one-dimensional. The
non-trivial part of the representation theory of Lie algebras is related to
the non-abelian structure.

In the study of the representations, an important role is played by
the Casimir operators. These are operators constructed from the T'¢
that commute with all the T%. In each irreducible representation, the
Casimir operators are proportional to the identity matrix, and the pro-
portionality constant labels the representation. For example, the angu-
lar momentum algebra is [Ji, Jj] = €% J* and the Casimir operator is
J2. On an irreducible representation, J? is equal to j(j + 1) times the
identity matrix, with j =0, %, 1,...

A Lie group that, considered as a manifold, is a compact manifold is
called a compact group. Spatial rotations are an example of a compact
Lie group, while we will see that the Lorentz group is non-compact. A
theorem states that non-compact groups have no unitary representations
of finite dimension, except for representations in which the non-compact
generators are represented trivially, i.e. as zero. The physical rele-
vance of this theorem is due to the fact that in a unitary representation
the generators are hermitian operators and, according to the rules of
quantum mechanics, only hermitian operators can be identified with ob-
servables. If a group is non-compact, in order to identify its generators
with physical observables we need an infinite-dimensional representa-
tion. We will see in this chapter that the Lorentz and Poincaré groups
are non-compact, and that infinite-dimensional representations are ob-
tained introducing the Hilbert space of one-particle states.

2.2 The Lorentz group

The Lorentz group is defined as the group of linear coordinate transfor-
mations,
ot — 2™ = A* ¥ (2.10)

which leave invariant the quantity
Nuxhz” = 12— 2% —y? — 22, (2.11)

The group of transformations of a space with coordinates (y1,. .. Ym,
T1,...%y,), which leaves invariant the quadratic form (y? + ...+ y2,) —
(22 + ...+ 22) is called the orthogonal group O(n,m), so the Lorentz
group is O(3,1). The condition that the matrix A must satisfy in order

to leave invariant the quadratic form (2.11) is

N2 x™ = 1, (A 2P) (A ;27) = e’ x”. (2.12)



Since this must hold for x generic, we must have
Noo = N A A, (2.13)

In matrix notation, this can be rewritten as n = ATnA. Taking the de-
terminant of both sides, we therefore have (det A)? =1 or det A = 1.
Transformations with det A = —1 can always be written as the product
of a transformation with det A = 1 and of a discrete transformation that
reverses the sign of an odd number of coordinates, e.g. a parity trans-
formation (¢,z,y,2) — (¢, —z,—y, —z), or a reflection around a single
spatial axis (¢,,y,2) — (t,—z,y, z), or a time-reversal transformation,
(t,z,y,2) — (—t,x,y,2). Transformations with det A = 41 are called
proper Lorentz transformations. The subgroup of O(3,1) with det A =1
is denoted by SO(3,1).
Writing explicitly the 00 component of eq. (2.13) we find

3

1= (A%)? = S (A7) (2.14)

i=1

which implies that (A%))? > 1. Therefore the proper Lorentz group
has two disconnected components, one with AO0 > 1 and one with
A%, < —1, called orthochronous and non-orthochronous, respectively.
Any non-orthochronous transformation can be written as the product
of an orthochronous transformation and a discrete inversion of the type
(t7 z,Y, Z) - (7t7 -, Y, 72:)3 or (ta z,Y, Z) - (7t7 -y, 2)7 etc. It is
convenient to factor out all these discrete transformations, and to rede-
fine the Lorentz group as the component of SO(3,1) for which A%, > 1.
If we consider an infinitesimal transformation

AP = 6P 4w, (2.15)

eq. (213) gi\/es
Wy Wy - 2“;
F F

An antisymmetric 4 X 4 matrix has six independent elements, so the
Lorentz group has six parameters. These are easily identified: first
of all we have the transformations which leave ¢ invariant. This is
just the SO(3) rotation group, generated by the three rotations in the
(z,9), (z,2) and (y, z) planes. Furthermore, we have three transforma-
tions in the (¢, ), (t,y) and (¢, 2) planes that leave invariant t2 —x2, etc.
A transformation that leaves t? — 22 invariant is called a boost along the
x axis, and can be written as

t—y(t+ovx), x—y(@+ot). (2.17)

with v = (1 —9?)"Y2 and —1 < v < 1. Its physical meaning is un-
derstood looking at the small v limit, where it reduces to the velocity
transformation of classical mechanics. It is therefore the relativistic gen-
eralization of a velocity transformation. The six independent parameters
of the Lorentz group can therefore be taken as the three rotation angles
and the three components of the velocity v.

2.2 The Lorentz group 17
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Since —1 < v < 1, we can write v = tanhn, with —co < 7 < +o00.
Then v = coshn and eq. (2.17) can be written as a hyperbolic rotation,

t — (coshn)t + (sinhn)z
x — (sinhn)t + (coshn)z . (2.18)

The variable 7 is called the rapidity.

We see that the Lorentz group is parametrized in a continuous and
differentiable way by six parameters, and it is therefore a Lie group.
However, in the Lorentz group one of the parameters is the modulus
of the boost velocity, |v|, which ranges over the non-compact interval
0 < |v| < 1. Therefore the Lorentz group is non-compact.

2.3 The Lorentz algebra

We have seen that the Lorentz group has six parameters, the six inde-
pendent elements of the antisymmetric matrix w,,,, to which correspond
six generators. It is convenient to label the generators as J#”, with a

pair of antisymmetric indices (p,v), so that J*¥ = —J"*. A generic
element A of the Lorentz group is therefore written as
A= e zem ™ (2.19)

The factor 1/2 in the exponent compensates for the fact that we are
summing over all u, v rather than over the independent pairs with u < v,
and therefore each generator is counted twice.

By definition a set of objects ¢, with i = 1,...,n, transforms in a
representation R of dimension n of the Lorentz group if, under a Lorentz
transformation, ‘

. P L% .
Q' — [675‘”#"‘]1‘% } ¢, (2.20)
J

where exp{—(i/2)w,,J5 } is a matrix representation of dimension n of
the abstract element (2.19) of the Lorentz group; Jj~ are the Lorentz
generators in the representation R, and are m X m matrices. Under
an infinitesimal transformation with infinitesimal parameters w,,,, the
variation of ¢? is .
56 = — ST 46 (221)
In (J&) ; the pair of indices 1, v identify the generator while the indices
i, are the matrix indices of the representation that we are considering.
All physical quantities can be classified accordingly to their transfor-
mation properties under the Lorentz group. A scalar is a quantity that is
invariant under the transformation. A typical Lorentz scalar in particle
physics is the rest mass of a particle. A contravariant four-vector V* is
defined as an object that satisfies the transformation law

VE ARV (2.22)

with A#, defined by the condition (2.13). A covariant four-vector V,,
transforms as V,, — A"V, with A, = n,,n"7A?,;. One immediately



verifies that, if V# is a contravariant four-vector, then V,, = 7,, V" is a
covariant four-vector. We refer generically to covariant and contravari-
ant four-vectors simply as four-vectors. The space-time coordinates x*
are the simplest example of four-vector. Another particularly important
example is given by the four-momentum p* = (FE, p).

The explicit form of the generators (J”)* ; as n x n matrices depends
on the particular representation that we are considering. For a scalar ¢,
the index ¢ takes only one value, so it is a one-dimensional representation,
and (J“”)ij is a 1 x 1 matrix, i.e. a number, for each given pair (u, V).
But in fact, by definition, on a scalar a Lorentz transformation is the
identity transformation, so d¢ = 0 and J*” = 0. A representation in
which all generators are equal to zero is trivially a solution of eq. (2.9),
for any Lie group, and so it is called the trivial representation.

The four-vector representation is more interesting. In this case i, j
are themselves Lorentz indices, so each generator J#¥ is represented by
a 4 x 4 matrix (J#*)?_. The explicit form of this matrix is

()0 =i (" 8% — " 3%) (2.23)

This can be shown observing that, from eqs. (2.22) and (2.15), the vari-
ation of a four-vector V# under an infinitesimal Lorentz transformation
is V#* = wh V¥ which can be rewritten as

SVP = f%ww(ﬂ‘”)pg Ve, (2.24)

with (J#)?_ given by eq. (2.23) (this solution for J"¥ is unique be-
cause we require the antisymmetry under p < v). This representation
is irreducible since a generic Lorentz transformation mixes all four com-
ponents of a four-vector and therefore there is no change of basis that
allows us to write (J*”)?_ in block diagonal form. We can now use the
explicit expression (2.23) to compute the commutators, and we find

[JH7, JP7) = i (P T — P VT — TR T ) (2.25)

This is the Lie algebra of SO(3,1). It is convenient to rearrange the six
components of J* into two spatial vectors,
1 . .
Jt= 54]’2]]’“, Ki=J", (2.26)

In terms of J?, K* the Lie algebra of the Lorentz group (2.25) becomes

[J%, J7] =ik g, (2.27)
[J4, K9] = i€ Kh (2.28)
[K* K7 = —iek g~ (2.29)

Equation (2.27) is the Lie algebra of SU(2) and this shows that J°,
defined in eq. (2.26), is the angular momentum. Instead eq. (2.28) ex-
presses the fact that K is a spatial vector.

2.3  The Lorentz algebra 19
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3This is the “active” point of view. Al-
ternatively, we can say that we keep P
fixed and we rotate the reference frame
clockwise; this is the “passive” point of
view.

We also introduce the definitions §° = (1/2)e“*wi* and 7' = w.
Then

3

1 .
5&),_“,(]}“/ = w12J12 + w13J13 + w23J23 + wajzo
i=1
—0.J-n-K, (2.30)
where we used w;y = —w™® = —n' while w1y = w!'?2 = 03, etc. Then a

Lorentz transformation can be written as
A =exp{—i0-J +in -K}. (2.31)

With our definitions #* = +(1/2)e’*w/* and n* = +w™ a rotation by
an angle 6 > 0 in the (z,y) plane rotates counterclockwise the position
of a point P with respect to a fixed reference frame,? while performing
a boost of velocity v on a particle at rest we get a particle with velocity
+v. To check these signs, we can consider infinitesimal transformations,
and use the explicit form (2.23) of the generators. Performing a rotation
by an angle § around the z axis, eqs. (2.31) and (2.23) give

Sat = —if(J'2) ¥ = 0 (n'r62 — n*ol)a” (2.32)

and therefore dx = —6fy and dy = +0x, corresponding to a counterclock-
wise rotation. Similarly, performing a boost along the x axis,

St = +in(J1O) 2" = —n (67 — "6} ) (2.33)

and therefore 6t = +nx and dx = +nt, which is the infinitesimal form
of eq. (2.18).

2.4 Tensor representations

By definition a tensor T with two contravariant (i.e. upper) indices is
an object that transforms as

T — A A, T (2.34)

In general, a tensor with an arbitrary number of upper and lower indices
transforms with a factor A" W for each upper index and a factor A #“/ for
each lower index.

Tensors are examples of representations of the Lorentz group. For
instance, a generic tensor T#” with two indices has 16 components and
eq. (2.34) shows that these 16 components transform among themselves,
i.e. they are a basis for a representation of dimension 16. However, this
representation is reducible. From eq. (2.34) we see that, if TH" is an-
tisymmetric, after a Lorentz transformation it remains antisymmetric,
while if it is symmetric it remains symmetric. So the symmetric and
antisymmetric parts of a tensor T#” do not mix, and the 16-dimensional



representation is reducible into a six-dimensional antisymmetric repre-
sentation A = (1/2)(T* —T"") and a 10-dimensional symmetric rep-
resentation S* = (1/2)(T*" + T¥*). Furthermore, also the trace of a
symmetric tensor is invariant,

S =St — nWA“pAVUSPU =9, (2.35)

where in the last step we used the defining property of the Lorentz group,
eq. (2.13). This means, in particular, that a traceless tensor remains
traceless after a Lorentz transformation, and thus the 10-dimensional
symmetric representation decomposes further into a nine-dimensional
irreducible symmetric traceless representation, S#¥ — (1/4)n** S, and
the one-dimensional scalar representation S.

The following notation is commonly used: an irreducible represen-
tation is denoted by its dimensionality, written in boldface. Thus the
scalar representation is denoted as 1, the four-vector representation as 4,
the antisymmetric tensor as 6 and the traceless symmetric tensor as 9.
The tensor representation (2.34) is a tensor product of two four-vector
representations, which means that each of the two indices of TH" trans-
forms separately as a four-vector index, i.e. with the matrix A. The
tensor product of two representations is denoted by the symbol ®. We
have found above that the tensor product of two four-vector representa-
tions decomposes into the direct sum of the 1,6, and 9 representations.
Denoting the direct sum by @, we have®

424=10609. (2.36)

The decomposition into irreducible representations of tensors with more
than two indices can be obtained similarly. The most general irreducible
tensor representations of the Lorentz group are found starting from a
generic tensor with an arbitrary number of indices, removing first all
traces, and then symmetrizing or antisymmetrizing over all pairs of in-
dices. Note that, using n*¥, we can always restrict to contravariant
tensors; for instance V* and V,, are equivalent representations.

All tensor representations are in a sense derived from the four-vector
representation, since the transformation law of a tensor is obtained ap-
plying separately on each Lorentz index the matrix A¥, that defines the
transformation of four-vectors. This means that (as the name suggests)
tensor representations are tensor products of the four-vector representa-
tion. For this reason, the four-vector representation plays a distinguished
role and is called the fundamental representation of SO(3,1).6

Another representation of special importance is the adjoint representa-
tion. It is a representation which has the same dimension as the number
of generators. This means that we can use the same type of indices a, b, ¢
for labeling the generator and its matrix elements, and for any Lie group
it can be written in full generality in terms of the structure constants,
as

(Tiay)"e = —if .. (2:37)
The Lie algebra (2.9) is automatically satisfied by (2.37). This follows
from the fact that, for all matrices A, B, C, there is an algebraic identity

2.4 Tensor representations 21

f two inequivalent representations
happen to have the same dimensional-
ity one can use a prime or an index to
distinguish between them.

5In Exercise 2.5 we discuss the sep-
aration of the representation 6, i.e.
the antisymmetric tensor, into its self-
dual and anti-self-dual parts, both in
Minkowski space and in a Euclidean
space with metric 6*¥. We will see
that in the Euclidean case the anti-
symmetric tensor A*¥ is reducible and
decomposes into two three-dimensional
representations corresponding to self-
dual and anti-self-dual tensors, while in
Minkowski space an antisymmetric ten-
sor A*Y with real components is irre-
ducible.

5To avoid all misunderstanding, we an-
ticipate that in Section 2.5 we will
enlarge the definition of the Lorentz
group to include spinorial representa-
tions. With this enlarged definition,
four-vectors are no longer the funda-
mental representation of the Lorentz
group. Instead, all representations of
the Lorentz group will be built from the
spinorial representations (1/2,0) and
(0,1/2) that will be defined in Sec-
tion 2.5.
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known as the Jacobi identity,

which is easily verified writing the commutators explicitly. Setting in
this identity A = 7% B = T® and C = T° we find that the structure
constants of any Lie group obey the identity

Fafle+ frlaf e+ feufe = 0. (2.39)

If we substitute eq. (2.37) into eq. (2.9), we see that the Lie algebra is
automatically satisfied because of eq. (2.39).

For the Lorentz group, the adjoint representation has dimension six, so
it is given by the antisymmetric tensor A*”. The adjoint representation
plays an especially important role in non-abelian gauge theories, as we
will see in Chapter 10.

All the representation theory on tensors that we have developed having
in mind SO(3,1) goes through for SO(n) or SO(n,m) generic, simply
replacing 7, with d,, for SO(n), or with a diagonal matrix with n
minus signs and m plus sign for SO(n, m).

2.4.1 Decomposition of Lorentz tensors under

SO(3)

Since we know how a tensor behaves under a generic Lorentz transfor-
mation, we know in particular its transformation properties under the
SO(3) rotation subgroup, and we can therefore ask what is the angu-
lar momentum j of the various tensor representations. Recall that the
representations of SO(3) are labeled by an index j which takes integer
values j = 0,1,2,..., and the dimension of the representation labeled
by j is 25 + 1. Within each representation, these 25 + 1 states are la-
beled by j, = —4,...,j. For SO(3), it is more common to denote the
representation as j, i.e. to label it with the angular momentum rather
than with the dimension of the representation, 2j5 4+ 1. In this notation,
0 is the scalar (also called the singlet), 1 is a triplet with components
j» = —1,0,1, while 2 is a representation of dimension 5, etc. (if we
rather use the same convention as in the case of the Lorentz group, i.e.
we label them by their dimensionality, we should write 1,3,5,...).

A Lorentz scalar is of course also scalar under rotations, so it has
j = 0. A four-vector V# = (V° V) is an irreducible representation
of the Lorentz group, since a generic Lorentz transformation mixes all
four components, but from the point of view of the SO(3) subgroup it is
reducible: spatial rotations do not mix V° with V; V9 is invariant under
spatial rotations, so it has j = 0, while the three spatial components V'
form an irreducible three-dimensional representation of SO(3), so they
have j = 1. In group theory language we say that, from the point of
view of spatial rotations, a four-vector decomposes into the direct sum
of a scalar and a j = 1 representation,

VFeoal (2.40)



or, if we prefer to label the representations by their dimension, rather
than by j, we write 4 = 1 @& 3. The former notation indicates more
clearly what are the spins involved while the latter makes apparent that
the number of degrees of freedom on the left-hand side matches those
on the right-hand side.

We now want to understand what angular momenta appear in a
generic tensor T"” with two indices. By definition a tensor TH" trans-
forms as the tensor product of two four-vector representations. Since,
from the point of view of SO(3), a four-vector is 0@ 1, a generic tensor
with two indices has the following decomposition in angular momenta

T" e (0e1)®@0a1)=000)e021)a(120)&(1e1)
=00101000102). (2.41)

In the last step we used the usual rule of composition of angular mo-
menta, which says that composing two angular momenta j; and jo we
get all angular momenta between |j1 — ja2| and j1 + j2, S0 0 ® 0 = 0,
0®1=1and1®1=0&1®2. Thus, in the decomposition of a generic
tensor TH" in representations of the rotation group, the j = 0 represen-
tation appears twice, the j = 1 representation appears three times, and
the j = 2 once.

It is interesting to see how these representations are shared between
the symmetric traceless, the trace and the antisymmetric part of the
tensor 7", since these are the irreducible Lorentz representations. The
trace is a Lorentz scalar, so it is in particular scalar under rotations and
therefore is a O representation. An antisymmetric tensor A*” has six
components, which can be written as A% and (1/2)e¥* A7%. These are
two spatial vectors and therefore

A" el1@1. (2.42)

For example, an important antisymmetric tensor in electromagnetism
is the field strength tensor F),,, and in this case the two vectors are
E' = —F% and B' = —(1/2)e"*F7* ie. the electric and magnetic
fields. Another example of an antisymmetric tensor is given by the
Lorentz generators J#” themselves; in this case the two spatial vectors
are the angular momentum and the boost generators that have been
introduced in eq. (2.26).

Since we have identified the trace S with a 0 and A*Y with 1 & 1,
comparison with eq. (2.41) shows that the nine components of a sym-
metric traceless tensor S*¥ decompose, from the point of view of spatial
rotations, as

S e0p1a2. (2.43)

Observe that, when in eq. (2.41) we write 7" as (0® 1) ® (0 © 1), the
first O corresponds to taking the index p = 0, the first 1 corresponds to
taking the index p = 4, and similarly for the second factor (0 & 1) and
the index v. Therefore the term (0®0) in eq. (2.41) corresponds to 7%,
(0®1)is T (1 ®0)is T and (1 ® 1) is T%. It is clear that T% is

2.4 Tensor representations 23
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a scalar under spatial rotations, while 7% and T are spatial vectors.
As for T%, the antisymmetric part AY = T% — T7% ig a vector, as can
be seen considering €% A7%; this gives the third 1 representation. The
symmetric part S = T% + T9% can be separated into its trace, which
gives the second 0 representation, and the traceless symmetric part,
which therefore must have j = 2. For example, gravitational waves can
be described by a traceless symmetric spatial tensor (transverse to the
propagation direction) and therefore have spin 2, see Exercise 2.6.

In general, a symmetric tensor with /N indices contains angular mo-
menta up to j = N. In four dimensions, higher antisymmetric tensors
are instead less interesting, because the index u takes only four values
0,...,3 and therefore we cannot antisymmetrize over more than four
indices, otherwise we get zero. Furthermore, a totally antisymmetric
tensor with four indices, A*¥P?, has only one independent component
A%123 5o it must be a Lorentz scalar. An antisymmetric tensor with
three indices, A**?, has 4 -3-2/3! = 4 components and it has the same
transformation properties of a four-vector.

The last point can be better understood introducing the totally an-
tisymmetric tensor defined as follows. In a given reference frame e**??
is defined by €°!23 = 41 and by the condition of total antisymmetry,
so it vanishes if any two indices are equal and it changes sign for any
exchange of indices, e.g. €'923 = —1, etc. Normally, if one gives the nu-
merical value of the components of a tensor in a given frame, in another
frame they will be different. The € tensor is however special, because
under (proper) Lorentz transformations

€HPT s AP LAY AP AT e VP = (det A)e T = VP (2.44)

So, the components of the € tensor have the same numerical value in all
Lorentz frames. In terms of this tensor, it is immediate to understand
that the four independent components of A*? can be rearranged in a
four-vector A, = €,,,0 A7, and that A% = (1/41)€,.,0 APVP7 is a
scalar.

A tensor which is invariant under all group transformations (i.e. for
the Lorentz group, a tensor which has the same form in all Lorentz
frames) is called an invariant tensor. The only other invariant tensor of
the Lorentz group is 7, ; its invariance follows from the defining property
of the Lorentz group, eq. (2.13).

2.5 Spinorial representations

2.5.1 Spinors in non-relativistic quantum
mechanics

Tensor representations do not exhaust all physically interesting finite-
dimensional representations of the Lorentz group. We can understand
the issue considering spatial rotations, i.e. the SO(3) subgroup of the
Lorentz group. The tensor representations of SO(3) are constructed ex-
actly as before, with scalars ¢, spatial vectors v%, tensors T%, etc. with



1 = 1,2,3. However we know from non-relativistic quantum mechanics
that, beside the tensor representations, there are other representations of
great physical interest. These are the spinorial representations. Strictly
speaking, these are not SO(3) representations, because under a rota-
tion of 27 a spinor changes sign, while an SO(3) rotation by 27 is the
same as the identity transformation. However, since the observables are
quadratic in the wave function, this sign ambiguity is perfectly accept-
able physically, and these representations must be included. In more
formal terms, this means that, for spatial rotations, the physically rele-
vant group is not SO(3) but rather SU(2).

We recall some facts about SU(2) representations, well known from
non-relativistic quantum mechanics. The Lie algebras of SU(2) and of
SO(3) are the same, and are given by the angular momentum algebra

[Ji, J7] = i€k gk (2.45)

From the discussion in Section 2.1, we see that the Lie algebra knows
only about the properties of a group near the identity element, and
the fact that SU(2) and SO(3) have the same Lie algebra means that
they are indistinguishable at the level of infinitesimal transformations.
However, SU(2) and SO(3) differ at the global level, i.e. far from the
identity. In SO(3) a rotation by 27 is the same as the identity. Instead,
it can be shown that SU(2) is periodic only under rotations by 47. This
means that an object that picks a minus sign under a rotation by 27
is an acceptable representation of SU(2), while it is not an acceptable
representation of SO(3). Therefore when we consider SU(2) we include
the solutions of eq. (2.45) that correspond to half-integer spin, while
for SO(3) we only retain representations with integer spin. Thus, the
representations of SU(2) are labeled by an index j which takes values
0, %, 1, %, ... and gives the spin of the state, in units of 4. The spin-j
representation has dimension 25 + 1, and the various states within it
are labeled by j,, which takes the values —j, ..., in integer steps. The
representation j = 1/2 is called the spinorial representation, and has
dimension 2: on it the J? are represented as

Jh == (2.46)

where o are the Pauli matrices,

01((1)(1)> 02(? _0’) 03((1)_01>. (2.47)

They satisfy the algebraic identity
olod =69 ficiikah (2.48)

from which it follows immediately that /2 obey the commutation re-
lations (2.45).

The spinorial is the fundamental representation of SU(2) since all
representations can be constructed with tensor products of spinors. In
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"The fact that the Lorentz algebra can
be written as the algebra of SU(2) x
SU(2) does not mean that the Lorentz
group SO(3,1) is the same as SU(2) x
SU(2). First of all, the Lie algebra only
reflects the properties of the group close
to the identity. Furthermore, J* are
complex combinations of J and K. Ob-
serve that, because of the factor ¢ in
eq. (2.52), a representation of SU(2) X
SU(2) with J* hermitian induces a rep-
resentation of SO(3,1) with J hermi-
tian but K antihermitian. For the more
mathematical reader: SU(2) x SU(2) is
the universal covering group of SO(4)
(similarly to the fact that SU(2) is the
universal covering group of SO(3)) and
SO(4) is the Euclidean version of the
Lorentz group, i.e. it is obtained tak-
ing the time variable t purely imagi-
nary. The universal covering group of
S0(3,1) is SL(2,C).

physical terms, this means that with spin 1/2 particles we can construct
composite systems with all possible integer or half-integer spin. For
instance, the composition of two spin 1/2 states gives spin zero and spin
1

)

1
2
If we denote by 7 and | the j = 1/2 states with j, = +1/2 and j, =
—1/2, respectively, then the three states with j = 1 are given by

1

®==001. (2.49)

N =

(1, \/5(” +11), () (2.50)
while the singlet (i.e. the scalar state) is
1
—=(1L=11). (2.51)

V2

2.5.2 Spinors in the relativistic theory

We certainly want to keep spinors in the relativistic theory. This means
that we must enlarge the set of representations of the Lorentz group,
compared to the tensor representations discussed above. This is most
easily done starting from the Lorentz algebra in the form given by
eqs. (2.27)—(2.29), and defining

gt - JEK (2.52)
2
The Lie algebra becomes
[JT8 JHT] = etk gtk (2.53)
[T ] =it gk (2.54)
[JH T =0. (2.55)

Therefore we have two copies of the angular momentum algebra, which
commute between themselves.”

Having written the Lorentz group in this form, it is now easy to include
spinorial representations: we simply take all solutions of the algebra
(2.53)—(2.55), including spinor representations.

Since we know the representations of SU(2), and here we have two
commuting SU(2) factors, we find that:

e The representations of the Lorentz algebra can be labeled by two
half-integers: (j_, j+).

e The dimension of the representation (j_,j4+) is (25— +1)(254 +1).

e The generator of rotations J is related to J* and J~ by J =
J* 4+ J—; therefore, by the usual addition of angular momenta in
quantum mechanics, in the representation (j_, j;) we have states
with all possible spin j in integer steps between the values |j —j_|
and j4 +j_.




The representations are in general complex and the dimension of the
representation is the number of independent complex components. In
some cases we can impose a reality condition and (2j_ +1)(2j+ + 1) be-
comes the number of independent real components. The representations
(j—, j+) must include all tensor representations discussed in the previous
section, plus spinorial representations. We examine the simplest cases.

(0,0). This representation has dimension one. On it, J* =0 so also
J, K are zero. Therefore it is the scalar representation.

(2,0) and (0, 1). These representations have both dimension two and
spin 1/2, so they are spinorial representations. We denote by (¢1.)a,
with @ = 1,2, a spinor in (1/2,0) and by (¥r)s a spinor in (0,1/2)
(sometimes in the literature the index of 1, is instead denoted by & to
stress that it is an index in a different representation compared to the
index of ¥g). ¥ is called a left-handed Weyl spinor and ¢ g is called a

right-handed Weyl spinor:

1 1
Weyl spinors: ¢ € <§,O> , WYrE€ (O,§> . (2.56)

We want to determine the explicit form of the generators J, K on Weyl
spinors. Consider first the representation (1/2,0). By definition, on this
representation J~ is represented by a 2 x 2 matrix, while J*T = 0. The

solution of (2.54) in terms of 2 x 2 matrices is of course J~ = /2, and
therefore
J=Jt+J = % (2.57)
K=—i(Jt-J) =i % . (2.58)

Observe that in this representation the generators K are not hermitian,
in agreement with the comment in note 7. This is a consequence of
the fact that the Lorentz group is non-compact and of the theorem
mentioned on page 16, which states that non-compact groups have no
unitary representations of finite dimension, except for representations in
which the non-compact generators (in this case the K*) are represented
trivially, i.e. K = 0. We can now write explicitly how a Weyl spinor
transforms under Lorentz transformations, using eq. (2.31),

v = Apyr = exp {(<i0—m)- 2} vi. (2.59)

Repeating the argument for the (0,1/2) representation, we find again
J=0/2but K=—io/2 and

(o

Yr — ARYRr = exp {(—i@ +n) 5} VR . (2.60)
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Note that Ay g are complex matrices, and therefore necessarily the two
components of a Weyl spinor are complex numbers.

Using the property of the Pauli matrices o?c'0? = —o™* and the
explicit form of Ay g it is easy to show that

o?ANj0% = Ag. (2.61)
From this it follows that
o*y; — o* (M) = (0?A0?)o*y) = Ar(0?¢]) (2.62)

where we used the fact that 0202 = 1. Therefore , if ¢;, € (1/2,0), then
o29% is a right-handed Weyl spinor,

1
02¢z (S <0, 5) . (263)

We define the operation of charge conjugation on Weyl spinors as an
operation that transforms 17, into a new spinor ¢ defined as

V§ = io?Y} . (2.64)

Then charge conjugation transforms a left-handed Weyl spinor into a
right-handed one. Taking the complex conjugate of eq. (2.64) and de-
noting the right-handed spinor ¢¢ by ¢ g, we have ¢, = —io?¢} (having
used the fact that o2 is purely imaginary and 0202 = 1). Therefore we
define charge conjugation on a right-handed spinor ¥ as

U = —io*Yg, (2.65)

so that charge conjugation transforms a right-handed Weyl spinor into
a left-handed one. The factor i in eq. (2.64) is chosen so that, iterating
the transformation twice, we get the identity operation,

(W1)° = (i0*p1)° = —io®(i0*Y])" = i (2.66)

We will understand the physical meaning of charge conjugation in Chap-
ter 4.

(%,%). This representation has (complex) dimension four and [1/2 —
1/2| < j £ 1/2+1/2,ie. 7 = 0,1. Comparing with eq. (2.40) we
see that it is a complex four-vector representation. A generic element
of the (1/2,1/2) representation can be written as a pair ((¥1.)a, (€r)3),
where 1, and £ are two independent Weyl spinors, left-handed and
right-handed, respectively, and «, take the values 1,2. We want to
make explicit the relation between these four (complex) quantities and
the four components of a (complex) four-vector.

First of all, we have seen above that, given a right-handed spinor &g,
we can form a left-handed spinor &1, = —io?¢%, and similarly from vy,
we can build ¢ = io?1;. We define the matrices o# and 6" as

ot =(1,0"), &'=(1,-0"), (2.67)



where ¢ are the Pauli matrices and 1 is the 2 x 2 identity matrix. Then,
it is easy to show (see Exercise 2.3) that

Ehot (2.68)

and
haryr . (2.69)

are contravariant four-vectors. These four vectors are by construction
complex. Since the matrix A#, that represents the Lorentz transfor-
mation of a four-vector is real, given a complex four-vector V*# it is
consistent with Lorentz invariance to impose on it a reality condition,
V. =V because, if we impose it in a given frame, it will remain true in
all Lorentz frames. Therefore we obtain the real four-vector representa-
tion.

(1,0) and (0,1). These correspond to self-dual and anti-self-dual
antisymmetric tensors A*”, and each have complex dimension three, i.e.
real dimension six. We discuss them in Exercise 2.5.

2.6 Field representations

Our main motivation for studying Lorentz symmetry is to construct a
Lorentz-invariant field theory. A field ¢(z) is a function of the coordi-
nates with some definite transformation properties under the Lorentz
group. In general, if

ot — 2t = AP 2 (2.70)

the field ¢(z) will transform into a new function of the new coordinates,
¢(x) — ¢'(2'). (2.71)
To define how a field transforms means to state how ¢’(2’) is related to

¢(x).

2.6.1 Scalar fields

The simplest possible transformation is that of a scalar field,

¢'(a) = o(x). (2.72)

In other words, the numerical value of a scalar field at a point is Lorentz

invariant: a point P has coordinates x in a reference frame and z’ in the

transformed frame, and the functional form of the field changes so that

its numerical value in P is the same, independently of how P is labeled.
Consider now an infinitesimal Lorentz transformation

P — 2’ = af + 6 (2.73)

2.6  Field representations 29



30 Lorentz and Poincaré symmetries in QFT

with ;
0zl = wf 2% = —§wW(J‘“’)pU x7, (2.74)

and (JH)P = i(ntP 6Y —n¥P §1), as in eqs. (2.23) and (2.24). Under this
transformation d¢ = ¢'(2') — ¢(x) = 0 by definition. This corresponds
to the fact that the scalar representation gives a trivial representation of
the generators, J*” = 0. However, in the case of fields we have a more
interesting possibility, namely we can consider an infinitesimal variation
at fized coordinate x (rather than at a given point P),

do¢ = ¢'(x) — ¢(x) . (2.75)

To understand the difference between d¢ and §yp¢ we observe that, when
we compute d¢ = ¢'(2') — ¢(z), we are studying how a single degree of
freedom (the field evaluated at the point P) changes when we change the
label of the point P from x to 2’. However the point P is kept fixed, so
the base space is made by the single degree of freedom ¢(P) and there-
fore is one-dimensional. More generally, when in the next subsections
we consider spinor or vector fields, we will see that 09 or A4, always
provides a finite-dimensional representation of the generators. For in-
stance the four degrees of freedom A, (P) provide a four-dimensional
base space. Instead, when we compute dg¢, we are comparing the fields
at two different space-time points P and P’, so we are comparing dif-
ferent degrees of freedom. The base space now becomes the set of ¢(P)
with P varying over all of space-time, or in other words is a space of
functions, and therefore it is an infinite-dimensional base-space. We then
obtain an infinite-dimensional representation of the generators.

To find the generators in this representation, we expand eq. (2.75) to
first order in dzx,

S0 = ¢/ (2 — dz) — p(x) = 02D, p(x) . (2.76)
Using eq. (2.74) for §z*, this can be rewritten as
5000 = S TP, 206 = — L 1, 2.77)
where we defined
LW = —(J*)P  a%0, = i(x"0” — " 0"). (2.78)

We can easily check that the operators L*” satisfy the Lie algebra (2.25)
and therefore give a representation of the generators of the Lorentz
group. As discussed above, the basis for the representation is the space
of scalar fields. This is a space of functions, so it is infinite-dimensional,
and therefore this is an infinite-dimensional representation of the Lorentz
algebra. We have not yet specified what is the scalar product in the field
space, so we cannot yet ask whether this representation is unitary. We
postpone the issue to the next chapter.

Recalling that with our metric signature p* = +i9* (see the Nota-
tion), we find L* = xtp¥ — x¥pH. In particular, for spatial rotations
we have LY = zip? — 27p’ and L' = (1/2)eVk L% = ¢7kgip* and we
recognize that L? is the orbital angular momentum.



2.6.2 Weyl fields
A left-handed Weyl field () is defined as a field that, under z# —

2" = A¥, ¥, transforms as

Yr(z) — Y (') = Arpr(z), (2.79)

with Ay given by eq. (2.59). Similarly a right-handed Weyl field ¢ g
transforms with Agr given in eq. (2.60). In the classical theory we will
consider ¥y, ¥g as ordinary, commuting, c-numbers.

The representation of the Lorentz generators on vy can be found
computing

ot = L (x) — Yr(z) = (2’ = 0x) —r ()
=1 (a) = 02 OppL(x) — Yr(2)
= (AL - 1)’(/JL(:L‘> - (5l’p8p1/JL(:L‘> . (2.80)
We see that dp1pr is made of two parts; one comes from the variation

of the coordinate dx” and is the same as for scalar fields. Exactly as in
egs. (2.76) and (2.77), we have

75IP3P¢L::—f%umVL“V¢L, (2.81)

with L*” given in eq. (2.78). We write Az in the form

Ap = e 39w S (2.82)
Then eq. (2.80) becomes
1
dotpr, = —§wWJ‘“’1/JL (2.83)
with
JHV = LRV 4 GHY (2.84)

Comparing eq. (2.82) with eq. (2.59) we see that

O_’L

[ ijk Qjk _ )
S 5¢ S 5 (2.85)
while )
0 _ ;0
50 =i (2.86)

We recognize in eq. (2.84) the separation of the angular momentum into
the orbital and the spin contributions. It is clear that this separation is
completely general, and holds for any representation. The orbital part
L* always has the form (2.78) independently of the representation,
while S*” depends on the specific representation used. For instance,
for right-handed Weyl fields S? are still given by eq. (2.85) while S =
—io'/2, as we see from eq. (2.60).
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8More precisely, this is the Dirac field
written in the chiral basis, see Sec-
tion 3.4.2.

91n Section 3.4.2, after introducing the
Dirac matrices, we will see how to write
A p in terms of the commutator of Dirac
matrices, and the result will be inde-
pendent of the chiral basis that we have
used here.

2.6.3 Dirac fields

Consider a parity transformation (¢,x) — (¢, —x). Under this operation
the boost generators behave as true vectors and change sign, K — —K,
since the parity transformation reverses the velocity v of the boost. The
angular momentum generator is instead a pseudovector, J — J. There-
fore a parity operation exchanges the J{ generators, Ji « J*. This
means that under a parity transformation an object in the (j_,j;) rep-
resentation is transformed into an object in the (j,j_) representation.
Therefore the representation (j_, j+) of the Lorentz group is not at the
same time a basis for a representation of the parity transformation, un-
less j— = j4. In particular, ¢;, and g, separately, are not a basis for a
representation of the parity transformation.

In Nature, we know experimentally that parity is violated by weak
interactions. At the theoretical level, this is reflected in the fact that in
the Standard Model the left and right-handed components of the spin
1/2 particles enter the theory in a very different way, as we will see in
Chapter 8. However, we saw in Section 1.2 that the typical scale of weak
interactions is O(100) GeV, much higher than the scale of strong and
of electromagnetic interactions. At sufficiently low energies, therefore,
the effect of weak interactions is small, and the dominant contributions
come from the electromagnetic and the strong interactions, which both
conserve parity. In this case, it is convenient to work with fields which
provide a representation of Lorentz and parity transformations. We then

define a Dirac field as®
_( Yr
= ( vn ) (2.87)

A Dirac field therefore has four complex components, and it provides a
basis for a representation of both Lorentz and parity transformations.
In fact, under a Lorentz transformation, ¥ — ApWV¥ with

(AL O
(Y0, o

and Az, A given in egs. (2.59) and (2.60). Under a parity transforma-
tion P the coordinates change as z# — x'"" = (¢, —x) while

(5 ) - () .

U(z) — ( ; (1) >\I/(m’). (2.90)

and therefore

When we study the quantized Dirac field we will examine the possibility
and the meaning of an overall phase n = £1 in the transformation law
(2.90), see Section 4.2.3.



In egs. (2.64) and (2.65) we defined the operation of charge conjuga-
tion on Weyl spinors. Given a Dirac spinor ¥ as in eq. (2.87), charge
conjugation allows us to define a new Dirac spinor

c —iaQw} . 0 o? «
L < iazwz =-il _2 v*, (2.91)

and, as for Weyl spinors, iterating charge conjugation twice one finds
the identity transformation,

(T°)° = T . (2.92)

Note that the coordinates z* are unchanged under charge conjugation.
We will understand the importance of charge conjugation when we quan-
tize the theory and we will find particles and antiparticles.

Dirac spinors are the basic objects in quantum electrodynamics (QED).

Since QED preserves parity and charge conjugation, the Weyl spinors
always appear in the combination W. On W parity is a well-defined op-
eration, and we can use it to construct a parity-invariant theory while,
having for instance only v at our disposal, it is impossible to build a
theory invariant under parity. We will see that in the Standard Model,
parity and charge conjugation are not symmetries and ¥ r,¥r appear
separately, in a non-symmetric way. Therefore, Weyl spinors are more
fundamental objects than Dirac spinors.

2.6.4 Majorana fields

A Majorana spinor is a Dirac spinor in which ¢ and ®¥g are not inde-
pendent, but rather ¢p = i02w27

Uy = ( Z.;ﬁfpz ) . (2.93)

So, it has the same number of degrees of freedom as a Weyl spinor,
although it is written in the form of a Dirac spinor. From this definition
it follows that a Majorana spinor is invariant under charge conjugation

TS, =Wy, (2.94)

Observe that, if we have a complex scalar field ¢(x), we can impose
on it a reality condition ¢(z) = ¢*(x), and this is a Lorentz-invariant
condition: since ¢ and ¢* are both Lorentz invariant, if we impose ¢ = ¢*
in a frame, we will have ¢ = ¢* in any other frame. The same is true
for the four-vector representation, as we already discussed on page 29.
For a Dirac spinor ¥ the situation is different; ¥ is a complex field,
and the condition ¥ = ¥* is not Lorentz invariant, since the matrix
Ap in eq. (2.88) is not real. Therefore, if we impose the relation ¥ =
U* in a frame, it will not hold in general in another Lorentz frame.
Instead, the condition (2.94) is by construction Lorentz invariant, since
it is a consequence of the definition (2.93), which in turns expresses the
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Lorentz-invariant statement that io2t} is a right-handed spinor. Since

s involves complex conjugation, see eq. (2.91), the condition (2.94) is
a Lorentz-invariant relation between ¥ and ¥*, and in this sense it is
called a reality condition.

So we can see Majorana fields as “real” Dirac fields, with respect to
the only possible Lorentz-invariant reality condition, eq. (2.94).

It is possible that Majorana spinors play an important role in the
description of the neutrino. We will come to this issue later.

2.6.5 Vector fields

The definition of vector fields at this point is obvious. A (contravariant)
vector field V#(z) is defined as a field that, under z# — a'" = A* 2",
transforms as

VHE(z) — V") = A* V(). (2.95)

From the discussion in Section 2.4.1 we see that a general vector field
has a spin-0 and a spin-1 component. An example of a vector field that
will be important for us is the gauge field A*(z) in electromagnetism.
We will see in Section 4.3.1 that A#(z) is subject to some conditions,
stemming from gauge invariance, that eliminate the spin-0 component
and the state with (j = 1,5, = 0), where z is the propagation direction.

Since a vector field belongs to the (1/2,1/2) representation, it has
j— = j+ and therefore it is a basis for the representation of parity. A
true vector transform as (V°, V) — (V° —V) while a pseudovector (or
axial vector) transforms as (V9 V) — (=V° V).

Tensor fields are defined similarly.

2.7 The Poincaré group

Beside invariance under Lorentz transformations, we require also invari-
ance under space-time translations. A generic element of the translation
group is written as
Pt
exp{—iP"a,} (2.96)

where a, are the parameters of the translation, z# — z* 4 a*, and
the components of the four-momentum operator P* are the genera-
tors. Translations plus Lorentz transformations form a group, called the
Poincaré group, or the inhomogeneous Lorentz group (it is sometimes
denoted as ISO(3,1), where “I” stands for inhomogeneous).

Since the translations commute, we have

[P, P"]=0. (2.97)

To find the commutator between P* and JP° we can start from the
commutators

[J%, P7] =ik P* (2.98)
[J*, P°] =0, (2.99)



which express the facts that P? is a vector under rotations and that
the energy is a scalar under rotations. The unique Lorentz-covariant
generalization of egs. (2.98) and (2.99) is

[PH,JP7) = i (" P — 0" P?) . (2.100)

Together with the Lorentz algebra (2.25), egs. (2.97) and (2.100) define
the Poincaré algebra. In terms of J?, K*, P = H and P’ it reads

[J, J7] = ieik gk [T KT = ieF KR [J° PT) = iedF PR (2.101)
[K', K9] = —ie"* ¥, [P",P/] =0, [K',P/]=iHs7, (2.102)
[J',H] =0, [P, H]=0, [K' H|]=iP". (2.103)

Equations (2.101) express the fact that the J? generate spatial rotations
and K*, P' are vectors under rotations. Equations (2.103) state that J*
and P? commute with the generator of time translations and therefore
are conserved quantities; the K* instead are not conserved, and this is
the reason why the eigenvalues of K are not used for labeling physical
states.

2.7.1 Representation on fields

We saw in Section 2.6 that fields provide an infinite-dimensional repre-
sentation of the Lorentz group, and that on fields the generators J** are
represented as

JHY = LMV 4 GHv (2.104)

where
L* = q(ak0” — x¥ ") (2.105)

and S*” depends on the spin of the field in question, but not on the
coordinates z#. To obtain a representation of the full Poincaré group
on fields, we must now find how to represent the four-momentum oper-
ator P*, i.e. we have to specify the transformation law of fields under
translations.

We require that all fields, independently of their transformation prop-
erty under the Lorentz group, behave as scalars under space-time trans-
lation. Let us label by ¢ a generic field, either a Lorentz scalar field,
or a component of a spinor field &£, with a given, or a given component
VH# of a vector field, etc. Then, under a translation x — z’ = x + a, all
fields, independently of their Lorentz properties, transform as

¢ (2') = ¢(x). (2.106)

Under an infinitesimal translation z# — z'# = z* 4 ¢ we have, to first
order in e,

Sop = ¢'(x) — p(x) = ¢ (2 — €) — p(x) = —€"Dpp(x) . (2.107)
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10Actually there is also the possibil-
ity of an anti-unitary operator; the
only symmetry transformation where
this happens is time-reversal, and we
postpone the definition of anti-unitary
operators to Chapter 4.

On the other hand, from the form (2.96) of the translation operator, it
follows that

¢ (2 — €)= e Pl (1)) = et () (2.108)
and therefore to first order in €
dop = i€, P'o(x). (2.109)

Comparing egs. (2.107) and (2.109) we see that the momentum operator
is represented as
PH = 40t (2.110)

Therefore

_, 0 .9 9
o0 ot oz

The explicit form of J*” and of P* has been found requiring that the
fields have well-defined transformation properties under the Poincaré
group; therefore these explicit expressions must automatically satisfy
the Poincaré algebra. We can check this easily observing that S#* does
not depend on the coordinates and therefore commutes with 9*, while
[0*, 2] = n*¥. Therefore

H Pt =9t = —id; = —i (2.111)

[PF, JP7] = [i0",i(2P D7 — 27 0°)] = —nfP" + 0" O
=i(n""P7 =7 Pr) (2.112)

in agreement with eq. (2.100). The commutator [P*, P¥] = 0 is also sat-
isfied by P* = i0* and we already know that the commutator [J*, JP9]
is correctly reproduced, so the full Poincaré algebra is obeyed.

2.7.2 Representation on one-particle states

The representation of the Poincaré group on fields allows us to construct
Poincaré invariant Lagrangians, as we will study in the next chapter. At
the classical level, a Lagrangian description is all that we need in order
to specify the dynamics of the system. At the quantum level, how-
ever, one of our aims will be to understand how the concept of particle
emerges from field quantization. It is therefore useful to see how the
Poincaré group can be represented using as a basis the Hilbert space
of a free particle. We will denote the states of a free particle with mo-
mentum p as |p, s), where s labels collectively all other quantum num-
bers. Since p is a continuous and unbounded variable, this base space
is infinite-dimensional. A theorem by Wigner (see Weinberg (1995),
Chapter 2) states that on this Hilbert space any symmetry transforma-
tion can be represented by a unitary operator.'® Therefore in this base
space a Poincaré transformation is represented by a unitary matrix, and
the generators J?, K*, P* and H by hermitian operators.

The representations are labeled by the Casimir operators. One is

easily found, and is P,P*. On a one-particle state it has the value m?,



where m is the mass of the particle. Using the commutation relations of
the Poincaré group one can verify that there is a second Casimir operator
given by W, W#, where

1
WH = =2 ], Py (2.113)

is called the Pauli-Lubanski four-vector. To prove that W,W# is a
Casimir operator is straightforward. First of all, W# is clearly a four-
vector, so W, W*" is Lorentz-invariant and therefore commutes with J#*.
From the explicit form it also follows that

W, P]=0, (2.114)

(using eq. (2.100) and the antisymmetry of €*#?), and then W,W*
commutes also with P¥.

Since W, W*# is Lorentz-invariant, we can compute it in the frame
that we prefer. If m # 0, it is convenient to choose the rest frame of
the particle; in this frame W# = (—m/2)e"*?°J,, = (m/2)e’**],,, so
WO = 0 while

Wi = %eo”j’“ﬂ’“ - %eijkjjk = mJt. (2.115)
Therefore on a one-particle state with mass m and spin 7 we have
W, WH =m?j(j + 1), (m #0). (2.116)

If instead m = 0 the rest frame does not exist, but we can choose a frame
where P* = (w,0,0,w); in this frame a straightforward computation
gives W0 = W3 = wJ3, Wl = w(J! — K?) and W? = w(J? + K1).
Therefore

W WH =w?[(K? = J)? + (K" +J%?, (m=0). (2.117)

Comparing egs. (2.116) and (2.117) we see that the limit m — 0 is
quite subtle, and we must study separately the massive and massless
representations.

Massive representations: In this case on the one-particle states
we have P*P, = m? while W, W#* = —m?j(j + 1). We will restrict to
m real'! and positive. Therefore the representations are labeled by the
mass m and by the spin j. We can understand this better observing
that, if m # 0, with a Lorentz transformation we can bring P* into
the form P* = (m,0,0,0). This choice of P* still leaves us with the
freedom of performing spatial rotations. In other words, the space of
one-particle states with momentum P* = (m,0,0,0) is still a basis for
the representation of spatial rotations. The group of transformations
which leaves invariant a given choice of P* is called the little group.
In this case, since we want to include spinor representations, the little
group is SU(2). The massive representations are therefore labeled by
the mass m and by the spin j = 0,1/2,1,..., and states within each
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Hyy principle there is also the possi-
bility of representations with m2 < 0,
known as tachyons. In field theory the
emergence of a tachyonic mode is the
signal of an instability, and reflects the
fact that we have expanded around the
wrong vacuum, e.g. around a maxi-
mum rather than a minimum of a po-
tential.



38 Lorentz and Poincaré symmetries in QFT

This part is more technical and can be
omitted at a first reading. Just assume
that the little group is SO(2) and skip
the part written in smaller characters.

12They would be hermitian if we write
them as A*Y, B*Y and C*Y. However,
dzP is proportional to wy, (J#)P x7,
so the representation is provided by the
matrices with one upper and one lower
index, and it is for these matrices that
the algebra (2.124) holds.

representation are labeled by j, = —j,—j 4+ 1,...,j. This means that
massive particles of spin j have 25 + 1 degrees of freedom.

Massless representations: When P? = 0 the rest frame does not
exist, but we can reduce P* to the form P* = (w,0,0,w). The little
group is the set of Poincaré transformations that leaves this vector un-
changed. One sees immediately that the rotations in the (z,y) plane
leave this P* invariant; this is an SO(2) group, generated by J3.

Furthermore there are two less evident Lorentz transformations that do
not change P*; to find the most general solution, it is sufficient to restrict to
infinitesimal Lorentz transformations A*, = §5 +w*,, and to look for the most
general matrix w*” which satisfies w"” = —w"" (in order to have a Lorentz
transformation) and

WP, =0, (2.118)
for P, = (w, 0,0, —w). Therefore
0 W01 W02 08 1
01 12 13
—w 0 w w 0
W92 12 0 w23 0 =0, (2~119)
_W% 13 2 1

which gives w® = 0, W + w!'® = 0 and W’ + w?® = 0. Denoting W’ = a,
w% = 3 and w'? = 0 we see that the most general Lorentz transformation
that leaves P* invariant can be written as

A = e H(@ATABHOC) (2.120)
where (lowering the second Lorentz index)
0 -1 0 0 0 0 -1 0
-1 0 0 1 0 0 0 O
oo h
Ay =i O 0 0 0 , BY =1 10 0 1 (2.121)
0 -1 0 0 0 0 -1 0
and
0 0 0 O
0 0 -1 0
wo
=il 01 o o (2.122)
0 0 0 O

Comparison with eq. (2.23) shows that C*, is nothing but (J*)* , i.e. the
explicit expression of J as a 4 x 4 matrix in the four-vector representation.
Similarly we find that A*, = (K'+ J*)* and B*, = (K* — J")* . These
are just the combinations that appear in eq. (2.117), so in the massless case

W, W* =w?(A% + B?). (2.123)

Using the commutation rules of the Lorentz group, or directly the explicit
expressions given above, one finds that the operators J>, A and B close an
algebra:

[J?, Al =+iB, [J* B]=—iA, [A,B]=0. (2.124)
Formally this is the same algebra generated by the operators p®, p¥ and L* =
xp¥ — yp®, which describe the translations and rotations of a Euclidean plane,
with A and B playing the role of the translation operators. This algebra is
denoted by 150(2). The matrices A*, and B*, given in eq. (2.121) are not
hermitian.'? This is as it should be, since they are 4 x 4 matrices, and therefore
are a finite-dimensional representation of non-compact Lorentz generators.



We can however represent the algebra (2.124) taking as the base space the
one-particle states with momentum p. In this representation A and B are her-
mitian operators because of Wigner’s theorem and, since they are commuting,
they can be diagonalized simultaneously. We denote by a,b the respective
eigenvalues. Then

Alp;a,b) =alp;a,b), Blp;a,b) =blp;a,b). (2.125)

However, if a and b are non-zero, we can now find a continuous set of eigen-
values! Consider in fact the state

p;a,b,0) = e_wJ3|p ;a, by, (2.126)

with 6 an arbitrary angle. We have
A6710J3|p ;a,b) = e (ewJSAe*wJS) lp;a,b). (2.127)
Using the commutation rules (2.124) we find that
¢ Ae 7" = Acos — Bsind (2.128)
(this can be proved expanding the exponentials in power series) and therefore
Alp;a,b,0) = (acos€ — bsin0)|p;a,b,0), (2.129)

and similarly

Blp;a,b,8) = (asinf + bcosh)|p;a,b,b). (2.130)
This means that, unless a = b = 0, we find representations corresponding
to massless particles with a continuous internal degree of freedom 6. These
representations do not so far find physical applications, and we therefore
restrict to states with a = b = 0. Since for massless particles we found
—W,WH = w?(A% + B?), on these states (and only on these states) we have
—W,W*# =0, which agrees with the m — 0 limit of eq. (2.116). On the states
with a = b = 0 the little group is simply SO(2) or, equivalently, U(1).

As for any abelian group, the irreducible representations of SO(2)
are one-dimensional. The generator of the group SO(2) of rotations in
the (z,y) plane is the angular momentum J? and therefore the one-
dimensional representations are labeled by the eigenvalue h of J3; it
represents the angular momentum in the direction of propagation of the
particle (in this case, the z axis), and is called the helicity.

It can be shown that h is quantized, h = 0,£1/2,+1,.... Actually,
there is a subtle technical point in the quantization of h: the elementary
proof that, for SU(2), j, is quantized is of an algebraic nature. One de-
fines A, = (j, m~+1|(J+iJy)|jm) and, using the commutation relations
between the three J;, one finds a recursion relation |\, —1]%—| A\ |2 = 2m.
The condition that this recursion relation does not produce a negative
[Am|? provides the quantization of m = j,.!3 In the case of the little
group of massless particles we do not have J;, Jy at our disposal, but
only the single SO(2) generator J, and therefore this algebraic proof
does not go through. There is however a topological proof, based on the
fact that the universal covering of the Lorentz group is SL(2,C); this
is a double covering, therefore any Lorentz rotation by 47 is the same
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13gee any book on quantum mechan-
ics, e.g. L. Schiff, Quantum Mechanics,
third edition, McGraw-Hill, New York
1968, eq. (27.23).
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as the identity matrix. A detailed discussion can be found in Weinberg
(1995), pages 86-90.

This analysis shows that massless particles have only one degree of
freedom, and are characterized by the value h of their helicity. On a
state of helicity h, a U(1) rotation of the little group is represented by

U(6) = exp{—ih0} . (2.131)

From the point of view of the representations of the Poincaré group, a
massless particle with helicity +h and a massless particle with helicity
—h are logically two different species of particles, since they belong to
two different representations of the Poincaré group. However, the he-
licity is the projection of the angular momentum along the direction of
motion, so it can be written as

h=p-J (2.132)

where p is the unit vector in the direction of propagation. We see from
eq. (2.132) that the helicity is a pseudoscalar, i.e. it changes sign under
parity. If the interaction conserves parity, to each particle of helicity h
there must correspond another particle with helicity —h, and these two
helicity states must enter into the theory in a symmetric way. Since the
electromagnetic interaction conserves parity, it is more natural to define
the photon as a representation of the Poincaré group and of parity, i.e.
to assemble together the two states of helicity h = +1. The two states
h = £1 are then referred to as left-handed (h = —1) and right-handed
(h = +1) photons.

Similarly the two states with helicity h = +2 that mediate the grav-
itational interaction are better considered as two polarization states of
the same particle, the graviton:

Photon: m? = 0, two polarization states h = #1.
Graviton: m? = 0, two polarization states h = £2.

On the contrary, neutrinos have only weak interactions (apart from the
much smaller gravitational interaction), which do not conserve parity,
and the two states with helicity h = +1/2 are given different names:
neutrino is reserved for h = —1/2, and antineutrino for h = +1/2.

Summary of chapter

In this chapter we have introduced a number of mathematical tools
that will greatly simplify our construction of classical and quantum field
theories in the next chapters. We recall some important points.

e Lie group, Lie algebras and their representations have been dis-
cussed in Section 2.1. They are central concepts in modern the-
oretical physics, independently of our applications to the Lorentz
and Poincaré group. Basically, Lie groups are the correct language
for describing continuous symmetries.
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e The Lorentz group is generated by rotations and boosts, and its
algebra is given in eqs. (2.27)—(2.29). We have discussed its tensor
representations in Section 2.4 and its spinorial representations in
Section 2.5. This leads in particular to the introduction of Weyl
spinors, eq. (2.56); Dirac spinors are obtained assembling a left-
handed and a right-handed Weyl spinor, and are a representation
of Lorentz and of parity transformations.

e Fields are functions of the coordinates with well-defined transfor-
mation properties under Poincaré transformations. Depending on
their transformation properties under the Lorentz group, we have
scalar fields, Weyl fields, Dirac fields, vector fields, etc.

e The study of the representations of the Poincaré group using as
base space the Hilbert space of one-particle states leads to massive
particles, characterized by the spin j and having 25 + 1 degrees of
freedom, and massless particles, which have one degree of freedom
and a definite helicity h. For the photon and for the graviton, par-
ity considerations suggest assembling the two states with helicity
h = =£1 (for the photon) and h = £2 (for the graviton) into a
single particle.

Further reading

e For Weyl and Dirac spinors see Ramond (1990), tion ¢z, has helicity —1/2 (and therefore with the
Chapter 1 and Peskin and Schroeder (1995), Chap- definition of Ramond it has h = +1/2).
ter 3. Observe that our definitions of ¥ and ¥r
are inverted compared to Ramond (but agree with
Peskin and Schroeder). In particular, for us the
boost generator on vy, is +io /2 while for Ramond
is —io/2 and as a consequence for us the four-
vector made with left-handed spinors is gza“m,
see eq. (2.69), while for Ramond it is .ﬁza“d)L
(the fact that we both say that ¥ belongs to the
(1/2,0) representation is due to the fact that we

e A very clear book on Lie groups for physicists is
Georgi (1999). The second edition contains many
improvements of the already ‘classical’ first edition.
For a more geometrical approach to Lie groups, see,
e.g., Nakahara (1990), Section 5.6. An advanced
book is J. Fuchs and C. Schweigert, Symmetries,
Lie Algebras and Representations, Cambridge Uni-
versity Press 1997.

write (j—,7+) while Ramond writes (j4+,7-)). In e For the representations of the Poincaré group see
the next chapter we will see that with our defini- Sections 2.4 and 2.5 of Weinberg (1995).

|

Exercises

(2.1) Consider a massive particle moving with velocity tion direction, then
v = tanhn. Show that, if E is the energy of the 1 E+p

particle and p its momentum along the propaga- =3 log E—p’ (2.133)
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(2.2)

(2.3)

(2.4)

(2.5)

and verify that, under a boost in the direction of
motion with velocity v, n transforms additively:
n — n + arctanh(v’). Therefore dn is invariant un-
der longitudinal boosts.

Show that a totally symmetric and traceless spatial
tensor TN with N spatial indices has angular
momentum j = N. Discuss some physically inter-
esting examples.

Prove that, if ¥r and {r are right-handed Weyl
spinors, 520“1&3 is a four-vector, and similarly for
§£6“¢L, where &7, and v are left-handed Weyl
spinors.

Find the explicit form of the variation of an
antisymmetric tensor F*” under an infinitesimal
Lorentz transformation. Writing F* = —E* and
F = —¢“*Bk find the infinitesimal transforma-
tion of E* and B

Consider an antisymmetric tensor A*”. (i) Prove
that, with Minkowski signature n*”, if we try to
impose the condition A" = (1/2)e""*? A,s, or the
condition A*” = —(1/2)e""?? A,5, then the only
solution is A*” = 0.

(ii) Repeat the same exercise in a Euclidean space
with metric 6*”. A Euclidean tensor is called
self-dual if A* = (1/2)e""?? A,o, or anti-self-dual
if A¥ = —(1/2)e""P? A,s. Verify that self-dual
and anti-self-dual tensors are irreducible represen-
tations of (real) dimension three of the Euclidean
group SO(4), and verify that the six-dimensional
representation A*” of SO(4) decomposes into its
self-dual and anti-self-dual parts.

(iii) With Minkowski signature, an antisymmetric
tensor A*” with complex components is called self-
dual if A¥Y = (i/2)e""P? Ao and anti-self-dual if

(2.6)

A*Y = —(i/2)e""P? Ape. Prove that the self-dual
and anti-self-dual parts are irreducible representa-
tions of the Lorentz group of complex dimension
three (i.e. real dimension six) and identify these
representations with the appropriate (j—,j+) rep-
resentations.

(iv) Write the Maxwell tensor F*” as a sum of a
self-dual and anti-self-dual part. Realize that a real
antisymmetric tensor, such as F*¥ | is an irreducible
representation of SO(3,1).

(i) A classical electromagnetic wave propagating in
the direction n = (0,0, 1) is described by the linear
polarization vectors e! = (1,0, 0) and e* = (0, 1,0).
Define the circular polarizations as et = e! + ie?.
Compute the transformation of e* under a rotation
in the (z,y) plane and conclude that electromag-
netic waves are made of massless spin-1 particles.

(ii) A classical gravitational wave propagating in
the direction n is described by a polarization ten-
sor h*J symmetric, traceless, and transverse to the

propagation direction, n‘h* = 0, i.e. (setting
A = z) by a matrix of the general form
N hy hx O
h = hx —hy O , (2.134)
0 0 0

and hy x are called the plus and cross polariza-
tions, respectively. Compute the transformation
properties of hi x under a rotation in the (z,y)
plane, and the transformation properties of the cir-
cular polarization tensors hx +ihi. Conclude that
gravitational waves are made of massless spin-2
particles.



Classical field theory

In the previous chapter we defined our basic objects, the fields. We
now introduce their dynamics, first of all at the classical level. We
will discuss the Lagrangian and the Hamiltonian formalism and we will
present the Noether theorem, which provides the relation between sym-
metries and conservation laws. We will see that at the classical level
the fields obey relativistic wave equations, such as the Klein—Gordon,
Dirac, and Maxwell equations. Finally, even if it is a subject logically
distinct from classical field theory, we will include in this chapter a dis-
cussion of the first quantization of the relativistic wave equations and
we will see that, despite the intrinsic limitations of the method, this can
nevertheless be useful to compute the lowest-order relativistic correc-
tions to the Schrodinger equation. In the Solved Problems section we
will present some explicit computations using first quantized relativistic
wave equations, and in particular we will compute the fine structure of
the hydrogen atom using the Dirac equation.

3.1 The action principle

We first briefly recall the basic principles of classical mechanics in the
Lagrangian formalism. A classical system with N degrees of freedom
is described by a set of coordinates ¢;(t), with ¢ = 1,..., N, which we
often denote collectively simply as q. The Lagrangian L is a function
of the ¢;’s and of their first time derivatives ¢;, i.e. L = L(q,q); in
the simplest case it is given by a kinetic term minus a potential term,
L(g,q) = _; (mi/2)¢? — V(q). The action S is

S = /dt L(g.q). (3.1)

The action principle states that, if we fix the values of the coordinates at
the initial time ¢;, and at the final time ¢¢, so that q(tin) = ¢in, ¢(tr) = g,
then the classical trajectory which satisfies these boundary conditions is
an extremum of the action,

te
5/ dt L(q,q) =0. (3.2)
tin

The variation is performed holding fixed the boundary conditions, i.e.
one must find the function ¢(¢) which extremizes the action, within the
space of functions that satisfy q(tin) = qin, q(tr) = gr. The variation of
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L This can be understood discretizing
this functional space (for instance tak-
ing t discrete rather than continuous),
so that it becomes a finite-dimensional
space, described by a finite number of
parameters that we denote collectively
by a. Then d¢; = (0q;/0a)da becomes
an ordinary variation of a function of a
finite number of variables a and of time,
and similarly 6¢; = (8¢;/0a)da; on a
sufficiently regular function g¢(«,t) we
can interchange the derivatlves Wlth re-

spect to t and to a, §¢; = —(
9 (94;
ot (Ba )0 = _5‘1

the Lagrangian is
oL .
6L = Z 5ql 5 ——5¢; . (3.3)
dqi, 0¢; are variations in the space of functions of ¢ (with the given bound-
ary conditions), and therefore in an infinite-dimensional space. The time
derivative commutes! with the variation operator 6,

0
0¢; = =—0q; . 4
G = 5.0¢ (3.4)
The variation of the action then becomes
oL 8L 8
0S8 = dt 0q; =0. 3.5
a5 o+ g gt = 9

Integrating the second term by parts, the boundary term does not
contribute because the boundary conditions are held fixed: 0¢;(tin) =
dqi(t¢) = 0. Therefore we get

oL
/tm at Z {8%‘ -

This must be true for any functional form of the variations dg; (we are
considering systems which are not subject to constraints, therefore all
¢; are independent), so we obtain the Fuler—Lagrange equations,

9 aL} 5gi =0, (3.6)

ot 0¢;

oL 0 0L 0

0¢i  0tdg (3.7)
with s =1,..., N. These are the equations of motion in the Lagrangian
formulation.

In order to pass to the Hamiltonian formalism, one defines the conju-
gate momenta

oL
q¢;’

pi = (3.8)

and the Hamiltonian

(3.9)

q) :sz‘qz'*lu

where ¢; is expressed in terms of p; and possibly ¢; using eq. (3.8).

In the previous chapter we introduced the fields, defined as functions
of the space-time point z with given transformation properties under
the Poincaré group. The classical dynamics of a field can be defined
extending the Lagrangian formalism from the case of functions of time,
q:(t), to the case of functions of space-time ¢;(x). We will only be
interested in local field theories, in which case the Lagrangian has the
general form

L= /d3x£(¢, 0,6) (3.10)



where L is called the Lagrangian density (however, following standard
use in field theory, we will often refer to £ simply as the Lagrangian)
and depends only on a finite number of derivatives. We will often denote
collectively the fields ¢; simply as ¢. To make contact with the variables
qi(t) of classical mechanics, we can think of ¢;(¢,x) as functions of time
labeled both by the index i and by the continuous label x (the analogy
becomes exact if we discretize space and we put the system in a finite
box). In most cases of interest, £ depends only on the first derivative.? In
a Lorentz-covariant theory £ depends on the time and space derivatives
of ¢ only through the four-vector 9,,¢. For the moment we do not assume
anything about the transformation properties of the field, so for instance
¢; could denote a set of scalars, or the four components of a vector field,
etc. The action has the general form

S:/dtL:/d“xﬁ(qs,am).

While for point particles we considered the time integral between two val-
ues tin, tf, in classical field theory we will rather be interested in the situ-
ation where the integral extends over all of space-time, and the boundary
conditions are that all fields decrease sufficiently fast at infinity so that,
in particular, all boundary terms can be neglected.

The classical dynamics is again defined by the principle that the action
is stationary. The same manipulations performed above in the case of a
function ¢(t) are immediately generalized to the case of a function ¢(x),
and

(3.11)

_[a N~ (9L, 0L oo
55—/dx23b@w”+m@@f@@ﬂ

oL oL
o [_ - ati] 55 = 0.
/ 21: ¢i " 0(0udi)
Therefore the equations of motion, or Euler—Lagrange equations, are
oL oL

90~ 80,0y

(3.12)

(3.13)

with 4 = 1,...,N. Consider now the theory obtained replacing the
original Lagrangian density £ by a new Lagrangian density £ which
differs from £ only by a four-divergence,

L =L+0,K", (3.14)

with K#* = K"(¢). In a finite volume V bounded by a surface ¥ we
have, by Stokes theorem,

/d4xaﬂK”:/dA n K",
14 z

where dA is the surface element and n* is the outward normal to the
surface. This is a boundary term and therefore vanishes on field con-
figurations that go to zero sufficiently fast at infinity. More generally,

(3.15)
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2The variational principle can be gener-
alized to Lagrangians containing higher
derivatives. For instance, if L =
L(q,4,G), then 6L = (4L/dq)éq +
(6L/6¢)dq¢ + (6L/6G)6G. At the bound-
aries we must hold fixed both ¢ and
¢ and, after integrations by parts,
the equation of motion is (6L/dq) —
d/dt(5L/5qG) + d?/dt?(SL/8§) = 0.
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we can consider the variational principle in a finite four-dimensional vol-
ume V but in this case, similarly to the situation discussed in classical
mechanics, in order to have a well-defined variational principle we must
impose the boundary condition that the fields are kept constant on X.
In any case, the term fv d*z 0, K" either vanishes or is anyway a con-
stant, and therefore the condition that S’ is stationary is equivalent to
the condition that .S is stationary. This means that two Lagrangian den-
sities which differ by a total derivative give rise to the same equations
of motion and therefore are classically equivalent.

In the Hamiltonian formalism one defines the conjugate momenta as

oL

1) = 5 adn @) (3.16)

The Hamiltonian density H is then defined as

ZH aO(bz > (317)

and the total Hamiltonian is
H = /deH. (3.18)

The Lagrangian formalism has the advantage of keeping explicit at each
stage the Lorentz covariance. Instead, in the Hamiltonian formalism
Lorentz invariance is less explicit, since the time variable plays a special
role in defining the conjugate momenta.

3.2 Noether’s theorem

The relation between symmetries and conservation laws is extremely
important in field theory and, at the classical level, it is expressed by
Noether’s theorem. We consider a field theory with fields ¢; and action
S, and we perform an infinitesimal transformation of the coordinates
and of the fields, parametrized by a set of infinitesimal parameters €%,
with a = 1,..., N, of the general form

ot — 2" =2t 4 AP () (3.19)
¢i(x) — ¢;(2") = ¢i(z) + " Fi o0, 09), (3.20)

with A#(z) and F; (¢, 0¢) given. Equations (3.19, 3.20) define a sym-
metry transformation if they leave the action S(¢) invariant, for any
¢. Note that we are not assuming that the fields ¢; satisfy the clas-
sical equations of motion. A symmetry by definition leaves the action
invariant for every field configuration, solution or not of the equations
of motion.

There are two important distinctions to be drawn. The first is between
local and global symmetries. If in egs. (3.19) and (3.20) the parameters



€” are constants, we have a global symmetry. Instead, the above trans-
formation is a local symmetry if it leaves invariant the action even when
€ is allowed to be an arbitrary function of x. Of course, a local symmetry
gives rise also to a global symmetry.>

The second important distinction is between internal and space-time
symmetries. Internal symmetries do not change the coordinates, so they
have A¥(x) = 0, while space-time symmetries involve also a change in
the coordinates. For internal symmetries (and also for Lorentz trans-
formations and for translations) d*z is invariant and the condition of
invariance of the action is equivalent to the condition of invariance of
L, but in the general case the symmetries are given by invariances of S,
not of L.

Now, suppose that egs. (3.19) and (3.20) are a global, but not a local,
symmetry of our theory. Consider what happens if, starting from a given
field configuration ¢;, we perform the above transformation, but with
the € slowly varying functions of z, i.e. [¢*| < 1 and 1|0,€"| < |e%|,
where [ is the characteristic scale of variation of ¢;. Since the €* depend
on z, and we are assuming that egs. (3.19) and (3.20) are not a local
symmetry, this transformation will not leave the action invariant, and 65
will have a non-vanishing term at O(e). However, since the €* are slowly
varying, we can expand this O(e) term in powers of the derivatives,

S(#) = 5(0) + [ s [ (@)Ka(6) - @ik (6) + 0(000)] + O(e).
(3.21)
where we have denoted by K, the coefficient of ¢* and by —j# the
coefficient of d,e”. This equation holds for any slowly varying e.* We
can then apply it also to the case where the ¢* are all constants. However
we know that, if the €* are constants, the variation of the action must be
zero because in this case € parametrizes a global symmetry. Therefore we
learn that, in eq. (3.21), the function K,(¢) is actually zero, for any ¢.
Observe that K,(¢) is by definition a function of ¢ but is independent of
€; all the e dependence is written explicitly in eq. (3.21). Therefore, even
if to show that K,(¢) = 0 we have looked at the limiting case of constant
€, once we have shown that K, vanishes, it vanishes independently of e.
Then, for any slowly varying function e(z), we have the expansion

S(@) =5(0) ~ [ d'a (@) () + 0000) +0(). (322

We now take € to be a function which goes to zero sufficiently fast at
infinity. This allows us to integrate the above equation by parts (without
making any assumptions on ¢) and the boundary term vanishes, so we
get

S(¢') = S(¢) + /d4x €*(2)9,3 (¢) + O(90¢) + O(€?) . (3.23)

We have derived the above result independently of our choice of ¢, and
for € slowly varying and vanishing at infinity.
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3Hovvever, it can happen that the cor-
responding global symmetry is trivial,
i.e. it is just the identity transforma-
tion. For example, we will see in Sec-
tion 3.5 that the free electromagnetic
field is invariant under the gauge trans-
formation A, — A, — 0,0. For 0 con-
stant the corresponding transformation
is just the identity and does not give
rise to conserved charges (as long as we
do not include matter fields).

4We generically denote by e the set of
€* with a = 1,... N. The statement “e
slowly varying” means that all €® are
slowly varying.
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5The transformations that we consider
depend on the €® in a continuous and
differentiable way, therefore they form
a Lie group. If the linear term j¥
in eq. (3.22) vanished, integrating the
infinitesimal transformation we would
find that the finite transformation is the
identity; compare with egs. (2.3) and
(2.5).

Suppose now that, for ¢, we choose a classical solution of the equations
of motion, ¢¢'. Observe, first of all, that in the action the x are integra-
tion variables so, after performing the transformation (3.19, 3.20), we
can rename x’ as x. Then, as long as we are only interested in studying
the variation of the action, the infinitesimal transformation in egs. (3.19)
and (3.20) is equivalent to a transformation in which the coordinates are
unchanged, z# — x*, while

di(x) = ¢i(x — €*AL) + €°F; o = ¢i(x) + € F o — " AL0u¢; . (3.24)

Thus we have rewritten the transformations (3.19, 3.20) in a form that
does not change the coordinates, and with ¢;(z) — ¢;(x) + d¢;(x) with
d¢;(x) some variation that goes to zero at infinity. This is the kind of
variation that is used in the derivation of the equations of motion. By
definition, a classical solution is an extremum of the action and therefore
if we now take ¢; = ¢¢! the linear term in the variation of S in eq. (3.23)
must be identically zero for any € that vanishes at infinity, independently
of whether or not € depends on z, and of whether or not it is a symmetry
transformation (the condition that e has to vanish at infinity follows
from the fact that the classical equations of motion are obtained from
a variation with fixed boundary conditions, i.e. keeping the fields fixed
at infinity). Therefore we arrive at the important conclusion that, on
a classical solution of the equations of motion, the N currents j/ are
conserved,

gt (™) =0, (3.25)

which is the content of Noether’s theorem. In other words, there is a
conserved current j# (with a = 1,..., N) for each generator of a sym-
metry transformation. The fact that the symmetry was global but not
local means that S(¢') — S(¢) in eq. (3.22) must be non-vanishing, and
therefore j# themselves are non-vanishing.> We now define the charges

Qa;

Qu = /d?’xjg(& t). (3.26)

The current conservation (in the sense of eq. (3.25)) implies that Q, is
conserved (in the sense that it is time-independent). In fact

00Qa = /d?’x D070 (x,t) = —/de 0i5L(x,1). (3.27)

This is the integral of a total divergence, and vanishes since we assume
a sufficiently fast decrease of the fields at infinity. More generally, in a
finite volume the variation of the charge is given by a boundary term
representing the incoming or outgoing flux.

The explicit form of the current can be obtained performing the varia-
tion of the action with e slowly varying, collecting the terms proportional
to d,€, and comparing with eq. (3.22). This can be done in full general-
ity. Denoting by d. the variations induced by the transformation (3.19,



3.20), we have
oL

6.8 = 66/ d*a L :/ [ée(d“w) L+d' (%&@ + 756(au¢i)>] :

9 (au¢i)
(3.28)
Computing the Jacobian of the transformation (3.19, 3.20) to linear
order, we find d*z — d*z(1 + A#0,€®) plus a term ~ €; d.¢; does not
produce terms ~ Je while

) — i =" = (& e ) — . 2
0e(0pu0i) 92" Jxk  Ox'" OV (¢i + € Fia) G (3.29)
This produces a term proportional to d,¢ and equal to
7(({9“60‘) (Azaygbl - Fi,a) . (330)

(Observe that, since ¢, is a variation that also changes the coordinates,
0c(0udi) # 0u(0c;).) Putting together all terms ~ 0, gives

oL
8(8M¢i)

o
Ja =

[AG(2)0u¢i — Fia(0,00)] — A (2)L. (3.31)

For internal symmetries A% = 0 and the above expression simplifies to

gt = —a(gif;bi)Fm (internal symmetries) . (3.32)
Quite often one is interested in linear transformations of the fields, in
which case F; (¢, 0¢) = (M,):’ ¢;, where (M,);’ are N constant matri-
ces.

Finally, let us see what happens if the transformation (3.19, 3.20) is
not a global symmetry. In this case eq. (3.21) still holds, since it is the
most general expansion of the variation of the action when € is slowly
varying; however, now K,(¢) does not vanish, and indeed it represents
the variation of the Lagrangian under the global transformation, K, =
(5a£)global7 where (5a£)global is defined by (6‘C)global = €a(5a£)global-
Following the same steps that lead to eq. (3.25) we now find that, on
the classical solutions,

aﬂjg = 7(6a£)global7 (333)

where j* is still given by eq. (3.31). This expression is particularly
useful when (§,L)global is small compared to the relevant scales, so that
the current is approximately conserved.

3.2.1 The energy—momentum tensor

Space-time translations are a symmetry which is present in all the the-
ories that we will consider. In this case the index a appearing in €® is
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a Lorentz index and, as explained in Section 2.7, all fields are scalars
under translations. Therefore

"
ot — M =k et =t 4 P

¢i(x) — ¢i(z') = i(x) (3.34)

and in egs. (3.19) and (3.20) we have A# = §# and F; , = 0. The four
conserved currents j(”y) = 0", therefore form a Lorentz tensor, known as
the energy—momentum tensor. Using eq. (3.31) and raising the v index,

orY = nvPor, we get

oL
o = ———9"¢p; — ' L.
@00 " (3.:35)
Equation (3.25) becomes
90" =0 (3.36)

on the solutions of the classical equations of motion. The conserved
charge associated to the energy—momentum tensor is the four-momentum,

PY = /d?’xeo”. (3.37)

This is the definition of four-momentum in field theory. A field config-
uration, solution of the equations of motion, carries an energy E = P°
and a spatial momentum P? which can be calculated using eqs. (3.35)
and (3.37).

The energy—momentum tensor defined from eq. (3.35) in general is
not automatically symmetric in the two indices p, v, so for instance in
eq. (3.36) one should be careful to contract 0, with the first index of
0" . However, consider the “improved” energy—momentum tensor

TH = 6" 4 9, AP (3.38)

where APHY is an arbitrary tensor antisymmetric in the indices p, u.
This new tensor is still conserved: 0,0,A4”*” = 0 because of the an-
tisymmetry in p,p. Furthermore, for p = 0, 9,47 = 9;A" is a
spatial divergence, and therefore this term does not contribute to the
four-momentum (3.37), if the fields vanish sufficiently fast at infinity.
Therefore T*” and 6" are physically equivalent, and one can choose
APHY such that TH" is symmetric.

The reader with some knowledge of general relativity may compare
this definition with the definition of energy—momentum tensor in general
relativity, which is given by the variation of the action with respect to
the metric. Since the metric is symmetric, this definition automatically
gives the symmetric form of T#".



3.3 Scalar fields

3.3.1 Real scalar fields; Klein—Gordon equation

We now have all the elements for writing down Poincaré invariant ac-
tions. We start with the theory of a single, real scalar field ¢. An
action describing a non-trivial dynamics must contain d,¢. In order to
have a Lorentz invariant action the index p must be saturated and, for
a scalar field, the only possibility is to contract it with another factor
0" ¢. Therefore the kinetic term must be proportional to d,¢0"¢. We
first consider the action

1
S=3 / d'z (9,00" ¢ —m?¢?) . (3.39)
The Euler-Lagrange equation gives
(@+m?)¢=0, (3.40)

with O = 0,0". This is the free Klein-Gordon (KG) equation. A plane
wave eTPT is a solution of eq. (3.40) if p? = m?, i.e. if

() —p?=m*. (3.41)

Therefore, the classical KG equation imposes the relativistic dispersion
relation, and the parameter m appearing in the action is the mass (we
take by definition m > 0). Taking into account that ¢ must be real, the
most general solution is a real superposition of plane waves,

d3p

¢($):/(2ﬂ_>3\/ﬁ

where Ep, = +4/p2?+m?2. The factor /2E;, is a convenient choice
of normalization of the coefficients ap. The solution is evaluated on
p’ = +Ep, i.e. on the positive solution of eq. (3.41). Note however that
in eq. (3.42) we have both solutions that oscillate as e~ ! (positive
frequency modes) and as et Frt (negative frequency modes). The proper
interpretation of the latter modes will only come after quantization of
the theory.®

The overall sign (and normalization) of the action (3.39) is irrelevant
as long as we are interested in the equations of motion, but is important
for obtaining a positive definite Hamiltonian (and the correct choice
depends on our convention for the metric). The momentum conjugate
to ¢ is

(ape™™" + ahe™) [o=p, , (3.42)

oL
My = ——— = yo, 3.43
e o (3.43)
and the Hamiltonian density is
1
H =406 — L= 5 [IIZ + (Vo)? + m*¢%] . (3.44)
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60t course, after one has included both
the solutions e®?® and e~ "P* with p® =
+FEp one does not get anything new
including solutions with p® = —Fp.
For instance, a term e~ "% when p? =
—FEp, is equal to exp{—ip®t + ip-x} =
exp{iEpt + ip-x}. After changing the
dummy integration variable p to —p we
get back to exp{iEpt — ip-x} which is
just P with p¥ = +Fp.
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"We have reabsorbed a minus sign in
the definition of j(P")“, compared to
the sign which comes from eq. (3.31).
Of course, if a current j* is conserved,
also —j* is conserved.

The energy momentum tensor is found from eq. (3.35),
O*" = Hp0" o — " L, (3.45)
so that

0% = (009)* — L = = [(009)* + (V¢)* + m*¢?] . (3.46)

DN =

We see that 0% = H, as expected, and H = [ d3z §°°. The Hamiltonian
is the conserved charge related to the invariance under time translations.

We now compute the conserved currents associated to Lorentz invari-
ance. In this case the parameters €* which appear in egs. (3.19) and
(3.20) are better labeled by an antisymmetric pair of Lorentz indices;
we will denote them by w??, and dz* = w#, ¥ can be rewritten as

ozt = Z A?pg)wp" , (3.47)
p<o
with
Aé‘pg) = 0hw, — b, (3.48)

This gives the term A# which appears in eq. (3.31), while for a scalar
field ¢'(2') = ¢(x) and therefore F;, = 0. We can then compute the

conserved currents j(“p o) and we find that they can be written in terms

of the energy-momentum tensor as’

P — prguo _ pogue. (3.49)

In particular, the conserved charge associated to spatial rotations is
MY = /d?’x (0% — 279%%) = /d?’xaoqb(xiaj — 2799 (3.50)

and we recognize the operator L% = i(2'97 —279%) found in eq. (2.78) as
a representation of the Lorentz generator on the scalar field. Integrating
by parts the spatial derivatives we can also rewrite eq. (3.50) as

1

MY = §/d3x (6L (Do9) — (Do) L7 ¢] . (3.51)

We now define the scalar product

(@rlén) = 5 [ @2 618 00, (3.52)

where f0,,9 = f0,9—(0,f)g. This scalar product is time-independent if
@1, P2 are solutions of the KG equation. In fact, using the KG equation,

Do[P10002 — (Dod1)d2] = 91052 — (Fg b1 )2 = P1 V2 — (V1)
(3.53)



and, inserted into eq. (3.52), this expression gives zero after integration
by parts. Observe that this scalar product is not positive definite. Equa-
tion (3.51) can be written as the expectation value of the operator L%
with this scalar product,

MY = (¢|L]g) . (3.54)

This is completely general and elucidates the relation between the rep-
resentation of the generators as operators acting on fields (here L%)
and the value of the corresponding charges on a given solution of the
equations of motion (here M%) . For instance, for the four-momentum

Pt = / d3x 6% (3.55)

we have the equality

Pt = (¢]i0"|¢) . (3.56)
We check it for u =0,

(0li0°16) = (¢lio6]6) = 5 [ s [6(i00)206 ~ @no)idnd

2
— 1/d3x [—o(V? = m?)¢ + (009)°] . (3.57)

_1 / B [~ 602 + (000)%]

2

Integrating by parts, —¢V2¢ becomes (V¢)? and we see that we have
reproduced the integral of §°° eq. (3.46). Note that i0* and i(x#d" —
x” ") are hermitian operators with respect to this scalar product.

Finally, the free KG action can be generalized to a self-interacting
scalar field introducing a scalar potential V' (¢),

S = /d4x Bama%vw) . (3.58)

The quadratic part of the potential gives the mass term while higher
powers, like ¢3, ¢*, etc. give non-linear contributions to the equations
of motion and therefore correspond to self-interactions.

3.3.2 Complex scalar field; U(1) charge

We can assemble two real scalar fields ¢; and ¢2, with the same mass
m, into a single complex scalar ¢ = (¢1 + id2)/v/2. The KG action is
the sum of the actions of ¢ and ¢o and, written in terms of ¢, reads

5= /d% (0,670 — m267¢) . (3.59)
The complex field ¢ still satisfies the KG equation, as we can see from the

fact that by definition its real and imaginary parts ¢; and ¢o separately
satisfy the KG equation. Alternatively, we can obtain the same result
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considering as independent variables ¢ and ¢*, rather than ¢; and ¢o,
and performing the variation of the action (3.59) with respect to ¢*,
holding ¢ fixed. The mode expansion of ¢ is

d3p
)= | ———F—
9() / (2m)3\/2Ep
with ap, bp independent, since the reality condition on ¢ is now absent.

The interesting new aspect of the complex KG field is the existence of a
global U(1) symmetry of the action,

(ape™P" + b;eipx) lpo—p, » (3.60)

¢(z) — eo(x), ¢*(x) — e 79" (), (3.61)

which of course makes sense only on complex fields. The Noether current
can be found from eq. (3.32) with ¢; = (¢, ¢*) and F; , = (M,);” ¢; with
My® =i, My-*" = —i,

Jp = —i(¢Oud" — ¢*0u¢) = i¢” aHM ¢ (3.62)

The conserved U(1) charge is

Quay = /d?’xjo - i/d?’m* 3 & (3.63)

In Section 3.5.4 we will study the interaction of the complex scalar field
with the electromagnetic field, and we will see that the U(1) current
is coupled to the gauge field, and that the U(1) charge is the electric
charge.

The scalar product for the complex scalar field is defined as

(l¢) = i/d?’x 6" 0 &, (3.64)

and it is conserved on the equations of motion. We see that the value of
the conserved charge (3.63) on a classical field configuration ¢ is equal
to the expectation value of the identity operator with respect to this
scalar product,

Quy = (9l9) - (3.65)

This is completely analogous to egs. (3.54) and (3.56) since the gener-
ator of the U(1) transformation is the identity operator, as we can see
observing that eq. (3.61) can be written as ¢(z) — €T ¢(x), with the
generator T" equal to the identity.

3.4 Spinor fields

3.4.1 The Weyl equation; helicity

We now consider the theory of a single left-handed Weyl field ¢. We
found in Section 2.5 that w;r:&”wL is a four-vector, where # = (1, —a?).



It is therefore possible to write a Lorentz-invariant kinetic term which
is first-order in the derivative,

Ly =iyl a"9,0r . (3.66)

The factor ¢ in front is fixed by the condition that the action f d*z L
is real, as we verify immediately using the fact that the matrices ¢#* are
hermitian. The equation of motion is obtained varying with respect to
Y7, considering ¢} and 1y, as two independent fields. Since auwz does
not appear in Ly, the Euler-Lagrange equation is simply 0L/0v3 = 0,
which gives #0991 = 0, or, more explicitly

(@ —0'0;)pr, = 0. (3.67)

As a consequence (using oo’/ = 6% + i¢'/*g* and the fact that, on a
regular function, 9;9; is symmetric in 4, j), 93¢ = (0'9;)(0?0;)Yr =
81»2’(/JL, or

O, = 0. (3.68)
Then eq. (3.67) implies the massless KG equation. However, eq. (3.67)

is a first-order differential equation, and gives further information. Con-
sider for instance a plane wave solution of positive energy,

Yr(x) = uge " (3.69)
where uy, is a constant spinor, and all the z-dependence is in the plane
wave exp{—ipxr} = exp{—iEt +ip - x}. Then eq. (3.67) gives

%uL = —uy, (3.70)
and eq. (3.68) gives E = |p|. Since for a spin 1/2 field the angular

momentum is J = o/2, eq. (3.70) can be rewritten as

. 1
(p-J)uL:—§uL7 (3.71)
where p = p /|p|. This shows that a left-handed massless Weyl spinor
has helicity h = —1/2. This result is consistent with our discussion of

the representations of the Poincaré group in Chapter 2, where we found
that massless particles are helicity eigenstates.®

The energy—momentum tensor is obtained from the general formula
(3.35). Observe that on a classical solution #9,1r = 0, so the La-
grangian (3.66) vanishes. The energy—momentum tensor is therefore

0" = il 519"y (3.72)
and in particular
0% = ip! Dy, . (3.73)

The Lagrangian (3.66) is invariant under a global U(1) internal trans-
formation,

v, — e, (3.74)
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81Let us anticipate that, when we quan-
tize the theory, this result will translate
into the existence of massless quanta of
the field ¢y with helicity h = —1/2,
while the negative energy solutions will
correspond to antiparticles with h =
+1/2; see Section 4.2.2.
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with Noether’s current j5(1) = w26“z/},; and conserved charge

Qu() Z/d?’xi/JEi/JL- (3.75)

Of course, the Weyl Lagrangian (3.66) is not invariant under parity.
Under parity ¢ is sent into a right-handed spinor which is not even
present in eq. (3.66).

Observe also that the Lagrangian

£y = il ubr — 50, (viomvn) = vlo" G (3.76)

differs from eq. (3.66) only by a total derivative, and it therefore gives
the same equations of motion and conserved currents, so it is classically
equivalent. We will verify in Exercise 3.5 that the conserved currents
computed with £'p are different from those computed with £, but the
conserved charges are the same.

For a right-handed Weyl spinor ¥ we saw in Section 2.5.2 and in Ex-
ercise 2.3 that w};aﬂw r is a four-vector, and therefore we can construct
the Lagrangian

Lr = ithho" R, (3.77)

with o#* = (1,0%) in place of 6 = (1,—0c"). We then find that the
equation of motion is o*d,1r = (9 + 0'0;)Yr = 0 and the positive
energy solution has helicity h = +1/2. The energy-momentum tensor
of the right-handed Weyl field is 6#¥ = izb;%o“BVwR.

The neutrinos come into three species (families) ve, v, V7 and are spin
1/2 particles. Until recently, the experimental values of their masses
were compatible with zero. Recent results on neutrino oscillations how-
ever provide strong evidence that they have small masses. More pre-
cisely, these experiments are sensitive to the difference in mass squared
between different families, rather than to the values of the masses them-
selves, and presently suggest a mass difference between different fami-
lies Am? between 1075 and 1073 e¢V?. In most situations the neutrino
masses can be considered as extremely small and, if we neglect them,
neutrinos are described by massless left-handed Weyl spinors.

One could ask whether it is possible to describe a massive particle with
a single Weyl spinor. This is indeed possible, and the resulting mass term
is known as a Majorana mass. We will discuss it in Section 3.4.4. We
first turn our attention to Dirac spinors.

3.4.2 The Dirac equation

We now consider the theory that we can build having at our disposal
both a left-handed Weyl spinor ¢, and a right-handed Weyl spinor ¢¥'i.
The crucial point is that we can construct two new Lorentz scalars,
¢l g and lepr. In fact, from the explicit form (2.59, 2.60) we see that
AArR =1 = AEAL, and therefore 1/12#13 — wEATLARwR is invariant,
and similarly 1/1};77[1]4.



In particular, we have the two real combinations 1/121&13 + 1”21% and
i(wsz — w};wL). Under a parity transformation, ¥ < g and there-
fore the first combination is a scalar and the second is a pseudoscalar.

The Dirac Lagrangian is defined as

Lp =i} a1 d,r + i ho"dubr — m(l e +vher). | (3.78)

Contrary to the Weyl Lagrangian, the Dirac Lagrangian is invariant
under parity transformation, since under parity ¥, < ¥g and 0; — —0;
so that 0#0,, < 0"d,.

The Euler-Lagrange equations are obtained considering vy, and 97
independent (since they are complex fields) and similarly for ¥g,¢%.
Then, performing the variations with respect to ¥ and ¥%, we get

5””%8“1[}[/ =mygr, (3.79)
O'#Z'aﬂ’(/JR = m’(/JL . (3.80)

This is the Dirac equation written in terms of Weyl spinors. Note that,
because of the mass term, )y and g are no longer helicity eigen-
states. Applying the operator ¢#id, on both sides of eq. (3.79) and
using eq. (3.80) we get —0#6"9,0,¢r, = m?r. Since 8,0, is symmet-
ric we can replace o#a¥ with (1/2)(c#3" + o¥5*) and use the identity

ohg” 4+ o¥at = 2n (3.81)

which follows immediately from the definition of ¢ and *. We then
find
(@ +m?)pr =0, (3.82)

and similarly for ¢gr. Therefore the Dirac equation implies a massive
KG equation for i1, ¥ g, and the parameter m introduced in the Dirac
Lagrangian is indeed a mass term.

It is convenient to write everything in terms of the Dirac spinor. We
write the Dirac spinor as in Chapter 2,

U= < z; ) : (3.83)

It is clear that we might as well define the Dirac spinor taking different
combinations of ¥, 1. For instance we might take (Y +11)/v2 as
the upper component of ¥ and (1r — t1.)/+/2 as the lower component.
The choice (3.83) defines the so-called chiral representation. We then
define the 4 x 4 v matrices in the chiral representation,

0 __ O 1 i 0 O'i
Y= < 1 0 ) Y= _O.i 0 ’ (384)

OI‘, more COHlpaClly,
9 0 ’ ’
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Using eq. (3.81) we see that the v matrices satisfy the Clifford algebra,

{7} =2 (3.86)

In terms of Dirac spinors, the Dirac equation becomes

(td—m)T =0. (3.87)

Here we have introduced the Feynman slash notation: for a generic four-
vector A*, we denote v A, by 4; then @ is the notation for v*9,,.

In order to write the Lagrangian in a compact form it is convenient
to define the Dirac adjoint,

T =00, (3.88)

In the chiral representation ¥ = (@Z)E, 1/)2) and the Dirac Lagrangian can
be written as

Lp=V({J—m)V¥. (3.89)

We also define v° = 7994243, so in the chiral representation

75 = ( Bl (1) ) . (3.90)

Therefore (1 ++°)/2 is a projector on the Weyl spinors,

1-70 (¥ 1+9° (0
Too(w) H(0) g

If we take the neutrinos to be massless, a single left-handed Weyl spinor
vy, suffices for their description. Even in this case, however, it can be
convenient to use a Dirac notation, i.e. to describe the neutrino with a
Dirac spinor v which, in the chiral representation, has the form

v = ( VoL > : (3.92)

v=u. (3.93)

and therefore satisfies

2
As we already remarked, the form (3.83) for the Dirac spinor is a possible
choice but, depending on the problem, other choices might be more
convenient. For instance, we can define a new Dirac spinor ¥/ = UV,
with U a constant unitary matrix. Then the Dirac Lagrangian becomes

Lp = () UA° (i4"0, —m) U = W' (in*' 0, — m) ¥’ (3.94)

with v# = Uy*UT and ¥ = ()49, So the explicit form of the
~ matrices changes, as well as the relation between ¥ and the Weyl
spinors Yr,,19¥r. However, the action and therefore the Dirac equation



maintains the same form in terms of the redefined Dirac field and ~ ma-
trices. Furthermore, the algebra (3.86) is invariant under v* — U~*UT
with U unitary. These different explicit expressions for the vy matrices
correspond therefore to equivalent representations of the Clifford alge-
bra. Together with the chiral representation which has been our starting
point, another particularly useful representation is obtained acting with

. . 1 . .
the unitary matrix U = % , which gives

1
2\ -1 1

B (E)-() e

and the v matrices become

0 __ 1 0 i 0 O'i
V= ( 0 —1 ’ V= _O.i 0 ) (396)

. 01
7P =iy = ( 10 ) : (3.97)

This representation, known as the ordinary, or standard representation,
is useful in the non-relativistic limit (see Section 3.6). The chiral repre-
sentation is more useful in the ultra-relativistic limit, when the mass can
be neglected and 11,19 are helicity eigenstates, and also displays more
clearly the group theoretical structure since vy, r are the irreducible
representations of the Lorentz group (%, 0) and (0, %), respectively.

The general solution of the massive Dirac equation is a superposition
of plane waves of the form

U(x) = u(p)e P* (3.98)

and of the form _
V() =v(p)e™, (3.99)

where u(p), v(p) are four-component spinors. The former, in a classical
theory, is a positive energy solution and the latter is a negative energy
solution. The proper interpretation of the negative energy solutions will
come after quantization, and will be discussed in Chapter 4.

The Dirac equation applied to the plane waves (3.98) and (3.99) gives

(# —m) u(p)
(#+m)v(p)

using the Feynman slash notation, g = +*p,. We use the chiral repre-
sentation, and we write

(3.100)

=0,
=0, (3.101)

u(p) = ( ur(p) ) . (3.102)

ur(p)

We consider the case m % 0. Then we can solve the equation in the rest
frame, where p* = (m,0,0,0) and eq. (3.100) reads (v — 1)u(p) = 0.
The solution, using the expression (3.84) for 4%, is u;, = ug. We see that,
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while the KG equation imposes only the mass shell condition p? = m?,

the Dirac equation, being first-order in the derivatives, has also the effect
of reducing by a factor of two the number of independent degrees of
freedom, since it relates uy, to ug. A convenient choice of normalization
is ur, = up = /m & with ¢ a two-component spinor satisfying £7¢ = 1.

The solution for generic p can be found either directly from the Dirac
equation or performing a boost of the rest frame solution, using the
transformation properties of 11, r discussed in Chapter 2. In any case,
setting p along the +z direction, the result is

Nm%+ E—p‘”’#]is
u® (p) = : (3.103)

VETFLE + V7 i

The index s = 1,2 labels the two independent solutions,

gl(é) 52(2). (3.104)

In the ultra-relativistic limit we have p* — (F,0,0,FE). Then, when
s =1, eq. (3.103) becomes

ul(p) — V2E ( 501 > . (3.105)
If instead s = 2

u(p) — \/ﬁ( 502 > . (3.106)

Thus, in the ultra-relativistic limit (or, equivalently, in the massless
limit), u' has only the right-handed component while u? has only the
left-handed component. When we quantize the theory, in Section 4.2, we
will see what this means in terms of the helicities of massless particles.

We can study similarly the equation for v(p); the result differs from
u(p) in the sign of the lower component,

v (p) = ;o (3.107)

~VERR R VER S

where again we wrote the result in the frame where p = (0,0,p%) and
in the chiral representation; n°® is the two-dimensional spinor describing
the two distinct solutions for v*(p),

nl;(é) rﬁ:(?). (3.108)

We define @°(p) = u*T9° and 7°(p) = v*77°. From the explicit form of
u(p), v(p) one finds a number of useful properties. First of all, from our
normalization choice £77¢5 = 675, " Tns = 67 it follows that

a"(p)ui(p) =2mado™, " (p)v°(p) = —2m "™ (3.109)



and
urT(p)uS(p) =2E,0"", vrT(p)vs(p) =2E,0"*, (3.110)

a"(p)v®(p) =0, " (pu’(p)=0. (3.111)
When computing scattering cross-sections, one is often interested in the
situation in which we sum over all possible final spin states and average
over all possible initial spin states. In this case one finds a sum over the
spins, that is performed with the help of the formulas

Z u*(p)u’(p) =¥+ m, (3.112)
Z v =y—m, (3.113)

which again can be found from the explicit expressions for u,v. Note of
course that, while wu is a number, uu is a 4 X 4 matrix.

We will also need the Dirac equation for @,v. Taking the hermitian
conjugate of egs. (3.100) and (3.101) we find

u(p) (¥ —m) =0, (3.114)
v(p) (F+m)=0. (3.115)

Another useful identity is obtained multiplying eq. (3.114) (with spin
state ) by u®(p) from the right and using eq. (3.109), which gives
put” (p)y u®(p) = 2m26™*. Since this must be true for generic p, we
find that

a" (p)yH*u®(p) = 2pHo™*, (3.116)

and similarly
" (p)yH v (p) = 2pHo"* . (3.117)

Finally, we observe that the 16 matrices 1, v#,~%,v*v® and
o = 2 7] (3.118)

are linearly independent and therefore the most general 4 x 4 matrix
can be expressed in terms of them. The most general fermion bilinear
is therefore a combination of

VU, Uy T, U2, U2y T, Uoh T, (3.119)

Their Lorentz and parity transformation properties are most easily un-
derstood writing them in the chiral representation, in terms of Weyl
spinors. We have already seen that V¥ = (wsz + 1/1;%1/@) is a true
scalar while W50 = z/JI:z/JR — z/JEz/JL is a pseudoscalar. Consider now

Gl = Uyt 0 = @l i + ot g . (3.120)

We already know that v LU“w 1 and @ RU“w r are four vectors SO \I/’y“\ll is
a four- Vector Under parity, ¥, < wR and, since ¢ = 3% and ¢ = —&*
we have j{, — jU, ji, — —ji,, so Jir is a true four-vector.

)

3.4 Spinor fields 61



62 Classical field theory

Similarly one finds that
Jh = 0P = ¢lotyr — Yhotvr (3.121)

is a pseudovector and W U is a true tensor.

In eq. (2.88) we have written explicitly the Lorentz transformation of
Dirac spinors in the chiral representation. It is straightforward to check
that, in terms of v matrices, this transformation reads

v exp{—iww,a‘“’}\ll . (3.122)

We have derived this transformation law working in the chiral repre-
sentation. However, once a transformation has been written in terms
of v matrices, it holds in any representation: if ¥ — ApW, we have
UV — U(ApV) = (UApUHUW. However ¥/ = UV is the spinor in
the new representation and, expanding in power series the exponential,
we see that

UApU~! = exp{finUaWUfl} = exp{fiwwa'w} (3.123)

where o' = (i/2)[y'",~4'"] and 4'" are the Dirac matrices in the new
representation.

Equation (3.122) states that J#** = o#¥ /2 provides a representation
of complex dimension four of the Lorentz algebra (2.25). This can also
be checked directly, from the definition of ¢#¥ in terms of the v matrices
and using {y*,7"} = 2n*”. This representation is however reducible,
since we know that ¥ € (3,0) @ (0, 1).

3.4.3 Chiral symmetry

Let us consider the Dirac Lagrangian (3.78) with the mass term set to
zero. In this case the action has a global internal symmetry,

Pr, — ey, Yr — 'R pp, (3.124)

in which ¥y, and 1R are rotated by two independent angles 6 and 0g.
The above transformation therefore belongs to the group U(1) x U(1).
The transformation with 07 = rp = o can be written in terms of the
Dirac spinor as

U — ey, (3.125)
while the transformation with g = —07, = 3 can be written as
T — Py (3.126)

We can also verify that eqs. (3.125) and (3.126) are symmetry transfor-
mations directly on the Dirac action in the form (3.89), with m = 0. For
the transformation (3.125) it is evident. For the transformation (3.126),
using {7°,7#} = 0 we can show that

fy“eims = 6*"[3757“ , (3.127)



simply expanding the exponential in power series. Then, using the fact
that +® is hermitian,

UyHo, U = \IIT'yOfy“aM\I! — \I!Te*w”s'yofy“aueims\ll. (3.128)

The factor exp{i3y°} commutes with 9, since 3 is independent of x
and, from eq. (3.127),

A0yt = A0 — 87 A0k (3.129)

so in eq. (3.128) exp{ify°} cancels with exp{—iy°} and ¥y*9,¥ is
invariant.

The transformation (3.125) is a global U(1) symmetry, which will be
promoted to a local gauge symmetry in Section 3.5.4. It is also called
the vector U(1) since, using the Noether theorem, its conserved current
is the vector current

gt = Uy . (3.130)

The transformation (3.126) is instead called a chiral transformation, or
the axial U(1) (often denoted as Ua(1)). Its conserved current is

h = Uya° T, (3.131)

which, as we have seen above, is a pseudovector, and is called the axial
current.

If we now switch on the mass term, we see that eq. (3.124) is a sym-
metry transformation only if 87 = 6, since the mass term couples vy,
and ¢r. Therefore the mass term breaks the axial U(1), while the vec-
tor U(1) is preserved. Indeed, if we compute the divergence of the axial
current (3.131) using the equations of motion of the massive theory, we
find

dujly = 2imU~° V. (3.132)

The same result can be obtained using the general formula (3.33).

3.4.4 Majorana mass

In Section 3.4.1 we discussed how to describe a spin 1/2 massless particle
using a single Weyl field, e.g. left-handed, ¥ 1. In Section 3.4.2 we have
shown that we can introduce a mass term using two spinor fields, one
left-handed and one right-handed, and this has given rise to a Dirac
mass term.

We are now in the position to reexamine a question that we posed
at the end of Section 3.4.1. Is it possible to describe a massive particle
with a single Weyl field, e.g. left-handed? The answer is yes, because we
have seen in eq. (2.64) that, given a left-handed Weyl spinor ¢, we can
construct a right-handed Weyl spinor g = io?y;. We can therefore
write the Dirac equation (3.79) using o2t} as the right-handed Weyl
field,

ci0, 1 = imo*yy (3.133)
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and eq. (3.80) gives simply the complex conjugate of this equation. The
algebraic manipulations performed for the Dirac equation to show that it
implies a massive Klein—-Gordon equation can be repeated here without
any change (since they are valid independently of whether ¢, and ¢ are
independent or not), and therefore eq. (3.133) implies (O +m?)yy, = 0.
We have therefore constructed a mass term using only . Such a mass
term is known as a Majorana mass.

The formal similarity with the Dirac mass term can be seen writing
eq. (3.133) in terms of the four-component Majorana spinor ¥, which
in the chiral representation is

Wy = < VL > . (3.134)

io2Y;
Then eq. (3.133) becomes formally the same as the Dirac equation,
(i —m)¥p =0. (3.135)

Naively, one would guess that this can be derived from the variation of a
Dirac action, with ¥ replaced by ¥ ,;. However, this is not true, because
for a Majorana spinor

Uy = —ipL oy, + hee., (3.136)

where 1T denotes the transpose. In components, 9 029, = VL,a02 0L b
In the classical theory, we defined the Weyl fields as ordinary commuting
numbers (often called c-numbers when one want to stress that they are
numbers, rather than operators), therefore vy, 411 is symmetric in the
indices (a,b). Instead the Pauli matrix o2, is antisymmetric in (a,b),
and therefore W ;¥ vanishes identically. If we wish to write a classical
action for the Majorana mass term we can do it, but we must state that,
already at the classical level, 1y, is an anticommuting field. Otherwise,
we can be satisfied with eq. (3.135), without deriving it from a classical
Lagrangian.

Apart from this technical aspect, the Majorana mass has a very im-
portant physical difference compared to the Dirac mass. As we saw
in Section 3.4.3, the Dirac action with a mass term is invariant under a
global U(1) transformations of 17, and of ¢g, 11, — €', g — e g,
see eq. (3.125). Rather than on the action, we can see this invariance
directly on the massive Dirac equation in Weyl form, egs. (3.79) and
(3.80). For Majorana spinors, however, 11, and ¥ are not independent
but are related by complex conjugation. Therefore, if ¥, transforms as
Y, — €'y, automatically g = io?; transforms as g — e "“Yp.
It is impossible to define on a Majorana spinor a U(1) transformation
under which v, — e**r, and at the same time g — €*®9R.

In other words, the Majorana equation (3.133) is not invariant un-
der global U(1) symmetries of the type that in Section 3.4.3 we called
vector U(1) (or simply U(1), while axial U(1) symmetries are denoted
by Ua(1)). This means that a spin 1/2 particle which carries a U(1)
conserved charge cannot have a Majorana mass. For instance, all spin



1/2 particles which have an electric charge, like the electron, cannot
have a Majorana mass. Similarly, processes involving a lepton with a
Majorana mass violate lepton number (i.e. the number of leptons minus
the number of antileptons) since this is again a U(1) symmetry.

A possible candidate for a particle which could have a Majorana mass
is the neutrino. As we mentioned already, at present there are indications
that the neutrinos have tiny masses, but it is not known if these masses
are Dirac or Majorana masses.

A Dirac mass for the neutrino would imply that, together with the
left-handed neutrino, there exists also a right-handed neutrino, which
combines with the left-handed one to produce the Dirac mass. However,
these hypothetical right-handed neutrinos are not seen in weak interac-
tions, and therefore, if they exist, they must be sterile, which means that
they do not participate in weak interactions, or at least they participate
much more weakly than the left-handed neutrinos. The other possibil-
ity is that neutrinos are described by purely left-handed fields and have
Majorana masses. In this case the lepton number symmetry is violated.
Experiments on neutrino-less double beta decay aim at detecting these
violations.

3.5 The electromagnetic field

3.5.1 Covariant form of the free Maxwell equations

The electromagnetic field is described by a four-vector A,, the gauge
potential. The field strength tensor is defined as

F=0,A, —0,A,, (3.137)
and it is related to the electric and magnetic fields as

FO% — 3041 — 9140 = 9, At + ViA' = i (3.138)
Fii — _ ik gk (3.139)

The Lagrangian of the free electromagnetic field is

1 L1
L=-FuF" =2(E - B?). (3.140)

The equations of motion derived from this Lagrangian are

O F™ =0. (3.141)

In terms of the electric and magnetic fields these are the first pair of
Maxwell equations in the absence of sources,

V-E=0, VxB=gE, (3.142)
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9The tensor 0,0, is symmetric only if
it acts on a regular function A, so that
the derivatives can be interchanged.
The important case where this does not
happen is the Dirac monopole.

written in a Lorentz covariant form. Furthermore, defining

~ 1
FM = e Fy. (3.143)

we see that (if the gauge field is a regular function) d,, Frv — ehvpo 0u0pAs
vanishes identically, since the antisymmetric tensor e#?? is contracted
with the symmetric tensor 9,0,.° Therefore we have the identity

O F" =0, (3.144)

which is the second pair of Maxwell equations, V-B =0 and V x E =
—0pB. Equations (3.141) and (3.144) are the Maxwell equations written
in an explicitly covariant form.

3.5.2 Gauge invariance; radiation and Lorentz
gauges

A crucial local symmetry of the Maxwell Lagrangian is the symmetry
under gauge transformations

A;L i A;L - a}te (3145)

with 6(z) an arbitrary (regular) function. One verifies immediately that
F,, is gauge invariant. As long as we consider only the free electromag-
netic field without interaction, the global version of eq. (3.145) (i.e. 6
independent of z) is trivial and therefore there is no associated conserved
current (this is the situation, in the demonstration of the Noether theo-
rem, where j* in eq. (3.21) vanishes identically). The situation changes
when we switch on the interaction, as we will see in Section 3.5.4.

The existence of the local symmetry (3.145) introduces new problems,
since it means that the variables A, give a redundant description of the
electromagnetic field. We can use the gauge freedom to constraint A,,
and a convenient choice is the following. First of all, it is easy to find a
gauge transformation that sets Ap = 0. It is given simply by

t
Ay — A=A, - au/ dt" Ao(x,t'). (3.146)

After that, we still have the freedom of performing a gauge transforma-
tion with @ independent of ¢, because this does not modify the condition

o = 0. Therefore we perform a further gauge transformation which
sends A), into a new field A7, = A), — 9,0, choosing

B Py A (y,1)
0<X)/47rx—y| B (3.147)

Despite its appearance, this function ¢ is actually independent of ¢. In
fact, in this gauge E' = —9pA"" since A, = 0. Then §;E* = 0 implies



900; A" = 0 and we can see from eq. (3.147) that 96 = 0. Furthermore,
using the identity

V2 (é) =-8(x—y) (3.148)

4r|x —y|

we see that
V-A"=V-A' -V*=0. (3.149)

We have therefore used the gauge freedom to set

Ay =0 V-A=0. (3.150)

This gauge is called the radiation gauge. Note that it implies the Lorentz
gauge,

9, AR = 0. (3.151)

The equation of motion (3.141) in this gauge becomes
0=0,(0"A” — 9" A") = 9,,0"'A” — 0" (9,A") = OA", (3.152)

and we recognize a massless KG equation for each of the components
of A¥. After quantization, this will translate into the fact that the
electromagnetic field describes massless particles. We can look for plane
wave solutions,

Au(z) = eu(k)e ™ 4 c.c. (3.153)

where €, is called the polarization vector. Equation (3.152) gives k? = 0
while our gauge choice implies ¢g = 0 and e€-k = 0. Choosing for instance
k = (0,0,k), i.e. considering an electromagnetic wave traveling in the
z-direction, e’k = 0 becomes €3 = 0. Therefore an electromagnetic
wave has two degrees of freedom, represented by a vector € in the plane
transverse to the direction of propagation. The circular polarizations
et = ¢! £ ie? are the helicity eigenstates (see Exercise 2.4).

The advantage of the radiation gauge is to expose clearly the physical
degrees of freedom of the electromagnetic field. The disadvantage, how-
ever, is that Lorentz covariance is no longer explicit, since eq. (3.150)
is not Lorentz covariant. The Lorentz gauge (3.151) is instead Lorentz
covariant, but alone it is insufficient to eliminate all spurious degrees of
freedom. Therefore we must choose between a redundant, but Lorentz
covariant description, and a description which breaks the covariance but
exposes clearly the physical degrees of freedom. This will be a recurrent
theme in the quantization of gauge fields.

3.5.3 The energy—momentum tensor

The energy—momentum tensor of the electromagnetic field can be com-
puted from eq. (3.35),

1
o1 = —FHP” A, + Z”WFz’ (3.154)
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10 he factors 1/2 in front of the energy
and the factor 1 in front of the Poynting
vector depend on our choice of rational-
ized units for the electric charge, and
in unrationalized units they would be-
come 1/(87) and 1/(4w), respectively;
see the Notation.

HRecall that with our signature we

~ it s gt
have 7Ty, = —A)Ty,.

with F2 = F*F,,. This form is not explicitly gauge invariant, since
it depends on A, and not only on F},,,. However, using the equation
of motion d,F*? = 0, we can see that under a gauge transformation it
changes as

O — 9"+ FFPOY 0,0 = 0" + 9, (FF*96) (3.155)

and the conserved charges change as
Sy / B0, (F*0"0) = PV + / x0; (F0"9) . (3.156)

The additional term is a total spatial derivative which integrates to zero
assuming, as always, that the field decreases sufficiently fast at infinity.
Therefore the charges are gauge invariant. If we want to have directly a
gauge-invariant form for the energy—momentum tensor then, following
the discussion in Section 3.2.1, we can add a term 0,(F*?A") to 6",
which is by itself conserved, and its 4 = 0 component is a total spatial
derivative. We then obtain the “improved” energy-momentum tensor

1
T = FI'E,” 4 " F?, (3.157)

which is explicitly gauge invariant. The energy of the electromagnetic
field is

1
FE = /d?’xTOO =5 /d% (E? + B?) (3.158)
and the spatial momentum is
Pl = /d?’xTOi = /d?’x(E x B)". (3.159)
This is known as the Poynting vector.!® The spatial components 7%

form a spatial tensor, whose negative is known as the Maxwell stress
tensor T)7,

Ty =-TY =E'E'+ B'B’ — 55” (E? + BY). (3.160)
Observe that, integrating the equation OMTW = 0 over a volume V

bounded by a surface S, one finds

/ d*z [0,T" + 0,77 =0, (3.161)
v
and therefore!!
d _; ii g
EP = +/ d*x0,T}; = —/ dS Ty, (3.162)
v s

where P’ is the momentum contained in the volume V and 1 is the
outward normal to the surface. Therefore the Maxwell stress tensor
gives the flow of momentum across a surface.



From this example we also learn that in field theory the observable
quantities are the charges, rather than the currents. The currents (as in
this case the energy—momentum tensor) are not uniquely defined. For
instance, we can add a total four-divergence to the Lagrangian density.
We saw in Section 3.1 that this does not modify the classical equations
of motion, so two Lagrangian densities which differ by a total four-
divergence define the same classical theory. However, the currents that
one obtains through the Noether theorem using eq. (3.31) are different
for the two theories, while the charges are the same (see Exercise 3.5 for
an example).

This means also that in general we cannot localize the energy density
with arbitrary precision. What is well defined is not the energy density,
but rather its integral over a volume V such that the fields go to zero
sufficiently fast at the boundaries, so that the ambiguities due to total
divergences become irrelevant. For instance, if we have an electromag-
netic wave packet centered around a frequency w, corresponding to a
wavelength A\ = 27 /w, its energy in a volume V is well defined only if V'
is a box with sides equal to at least several wavelengths. Correspond-
ingly, energy density is well defined only in a smeared sense, i.e. as an
average over a box of side equal to a few times \.!?

3.5.4 Minimal and non-minimal coupling to matter

In classical electrodynamics, when we add an external current j*, the
second pair of Maxwell equations (3.144) are not modified, since they
are just a consequence of the definition of F/*¥ (assuming again that we
have regular gauge fields, and excluding therefore the case of a Dirac
monopole), while the first pair (3.141) becomes

O F" = jv. (3.163)
Since F*¥ is antisymmetric and we are assuming that it is a regular func-
tion, it automatically satisfies 0,0, F*” = 0, and therefore eq. (3.163)
is consistent only if the current j is conserved, d,7” = 0. We can un-
derstand this requirement as a consequence of gauge invariance. Equa-
tion (3.163) is the equation of motion derived from the action

1
S = —/d4x (ZFQHMAH) .

The term F? is explicitly gauge invariant. The term j*A,, under a
gauge transformation A, — A, — 9,0, changes by —j*0,0. If we inte-
grate by parts and we disregard the boundary term at infinity (which
means that we restrict to gauge transformation or to currents that van-
ish sufficiently fast at infinity), the variation of the action becomes equal
to — f d*z 0 0,5*. The action is therefore gauge invariant if and only if
gt = 0.

Beside being respected by classical electrodynamics, we will see that
gauge invariance is also a crucial ingredient for quantizing theories with

(3.164)

3.5 The electromagnetic field 69

12This lack of localizability is also
present in the quantum theory, where
it can be understood in terms of the
uncertainty principle. In fact, in order
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known how many photons there are at
a given time and what is the energy of
each. However, in order to know if a
photon is inside the box, we must know
its position with an error Ax < L, and
correspondingly we have Ap > 1/L. If
we take L < A, the uncertainty on the
momentum becomes much bigger than
the momentum itself.
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a massless vector field A,. Gauge invariance is a guiding principle in
building the theory of fundamental interactions, and the corresponding
theories are known as gauge theories.

A very general method for writing a gauge invariant action is the
following. We start from a theory with a global U(1) invariance. Let
us consider for definiteness the Dirac action (3.89), but the procedure is
completely general. We consider the transformation

U — 9y (3.165)

This transformation is a symmetry of the free Dirac action if 4 is a
constant, but we want to consider a generic function 6(z). The free
Dirac action is not invariant if # depends on x, because then the factor
e'? coming from ¥ does not commute with 0, and so it cannot be
canceled by the factor e=%% coming from W. We have assigned to the
field ¥ a parameter ¢ that defines its transformation properties. We
will see that it has the meaning of the electric charge of the particles
described by the field, in units of e.

At the same time, the action of the free electromagnetic field is in-
variant under

Ay — Ay — 0,0, (3.166)

We then define the covariant derivative of ¥ as

D,V = (8, +iqA,)V (3.167)

and we immediately verify that, under the combined transformations
(3.165) and (3.166), with 6 = 6(x),

D,V — eD,V (3.168)

i.e. D,V transforms in the same way as ¥, even when 6 is a function of z.
It is now easy to construct a Lagrangian with a local U(1) invariance. It
suffices to replace all derivatives 0,, with covariant derivatives D,. This
procedure is expressed by saying that we have gauged the global U(1)
symmetry, promoting it to a local symmetry. The resulting theory is
called a gauge theory and A, is called a gauge field. More precisely, it is
a U(1), or abelian gauge field, since we have gauged a U(1) symmetry. In
Chapter 10 we will study how to gauge non-abelian groups, like SU(N),
and this will lead to non-abelian gauge theories and to the Standard
Model.

It is important to note that the form of the covariant derivative de-
pends on the transformation properties of the field on which it acts. For
instance, for fields transforming as in eq. (3.165), D, depends on the
parameter g. One can consider more general transformation laws, how-
ever. As an example, a gauge field transforms as in eq. (3.166) rather
than being multiplied by a phase, and on a gauge field we simply define
D,A, = 0,A, since F},, is already gauge invariant. We will find more



general transformation properties, and more general definitions of the
covariant derivative, when we study non-abelian gauge theories.

It is now straightforward to couple a Dirac field of charge ¢ to the
electromagnetic field: we just replace 8, by D, in the Dirac Lagrangian
and we have

Lp =Y ("D, —m)¥ (3.169)

or, more explicitly,

Lp =V (iv"0, —m) ¥ — qA,Iy"V. (3.170)

Thus, the electrodynamics of a spinor field is obtained coupling 4,, to
the current W~4#W. The resulting theory has by construction the local
U(1) symmetry defined by eqgs. (3.165) and (3.166), with 6 an arbitrary
function of x, and therefore it obviously also has the global symmetry
U — et1fy, A, — A, with 6 a constant. Applying the Noether theorem
to this global symmetry we see that (modulo of course an arbitrary nor-
malization) the conserved current is the vector current that we already
met in Section 3.4.3,

gt = Uy, (3.171)

Therefore the electromagnetic field is coupled to a conserved current.
The conserved charge is

Q= /d% Uy = /d% (AR (3.172)
and, as we will see after quantization of the theory, it has the meaning

of the electric charge, in units of e.
The equation of motion is

(iv*D, —m) ¥ =0. (3.173)

This is the Dirac equation describing a spin 1/2 charged particle in-
teracting with an electromagnetic field. We will discuss some of its
consequences in the next section.

Consider now a complex scalar field ¢ transforming under gauge trans-
formations as ¢ — €'?¢. Again D, ¢ is defined as (9, +1iqA, )¢ and the
complex KG Lagrangian becomes

L= (Dyud)" D¢ — m*¢*¢ (3.174)
— 9,00"¢" + igAM (306" — 6°0,0) + ISP AL A" — m*$ o,

This is the Lagrangian of scalar electrodynamics. As we discussed in
Section 3.3.2, the complex Klein—Gordon theory has a U(1) symmetry,
whose conserved current is given in eq. (3.62). We see from eq. (3.175)
that A, couples to this current, and there is also a term in the La-
grangian proportional to A, A*|¢|?. The latter term plays an important
role in the Higgs mechanism and in superconductivity, as we will see in
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Section 11.3. Note that it is not possible to couple in this way a real
scalar field to the electromagnetic field. For a real field necessarily ¢ = 0
otherwise €% ¢ becomes complex. After quantization, a real scalar field
describes particles which are neutral under electromagnetism.

However, one can have a neutral scalar particle formed by charged con-
stituents, and this particle will interact with the electromagnetic field
not through its electric charge, which is zero, but through its higher
electric and magnetic multipoles, exactly as the hydrogen atom is neu-
tral but interacts with the electromagnetic fields through its electric and
magnetic dipole moments, quadrupole moments, etc. This means that it
must be possible to write a gauge-invariant coupling to the electromag-
netic field also for a real scalar field. For example, a possible interaction
term is

Ls =as ¢F, F", (3.175)
where ag is a coupling constant. Another possibility is
Lps =aps ¢ €upoc FH'FP7, (3.176)

with another coupling constant aps. Observe that under parity F,, F'*¥
is invariant while €, ,o F'** F'*? is a pseudoscalar. Therefore the interac-
tion Lagrangian Lg preserves parity only if ¢ is a scalar field, while Lpg
is invariant only if ¢ is a pseudoscalar field. For example the neutral
pion 70 is a pseudoscalar, and it decays into two photons; the Lagrangian
Lps gives a good phenomenological description of its interaction with
the electromagnetic field.

The coupling to the electromagnetic field which is obtained performing
in the free Lagrangian the replacement 0, — D, is called the minimal
coupling. Otherwise the coupling is called non-minimal.

Similarly, for a Dirac fermion we can in principle write non-minimal
couplings. For example we can add to the Lagrangian an interaction
term

L =a U™ U F,,, (3.177)

with a coupling constant a. After quantization of the theory we will
find that the interaction term qAM\TI’y”\I! describes indeed the coupling
of the gauge field with the electric charge of the particle. We will instead
show in Solved Problem 7.2 that the coupling (3.177) corresponds to a
magnetic dipole interaction.

We leave as an exercise to verify that the non-minimal coupling con-
stants ag,apg and a are not dimensionless, but rather have the dimen-
sion of the inverse of a mass. We will understand in Section 5.6 why
interaction terms of this sort have a less fundamental significance than
interactions terms in which the coupling constant is dimensionless, as in
the minimal coupling.
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3.6 First quantization of relativistic wave
equations

As we already discussed in the Introduction, a first quantization of rela-
tivistic wave equations cannot be performed consistently. In particular,
we have seen that both the free Klein—-Gordon and the free Dirac equa-
tion have solutions proportional to e~®? and solutions proportional to
etP*  The former oscillate in time as e “#* and therefore in a first quan-
tized formalism are eigenfunctions of the Hamiltonian H = id/0t with
eigenvalue F, while the latter have eigenvalue —F and therefore corre-
spond to negative energy solutions. The proper interpretation of these
solutions comes only after the field quantization that we will discuss in
the next chapter.'® However, as we will show below and in Solved Prob-
lem 3.1, in the non-relativistic limit the Dirac equation in an external
electromagnetic field reduces to a Schrodinger equation, i0v/0t = H1p,
with a Hamiltonian H which contains an expansion in powers of the ve-
locity of the particle, i.e. relativistic corrections. A posteriori, the field
theoretical treatment shows that the first-order correction produced by
the relativistic wave equations is correct, i.e. it coincides with the field
theory result.' It is therefore useful to examine the non-relativistic limit
of the Dirac equation, and to treat it in first quantization, promoting
the classical field to a wave function. One should be aware, however,
that higher-order corrections are not correctly given by the relativistic
wave equations, and the full QFT treatment is needed.

The Dirac equation (3.173) for an electron of charge ¢ = e (with e <0
in our notation) in an external electromagnetic field A,, is

[y (i0, —eA,) —m]¥T =0. (3.178)

To study the non-relativistic limit, it is convenient to use the standard
representation, egs. (3.95) and (3.96), and to define

&' (x,t) = "™ p(x,t)

so that, if ¢, x have a time-dependence e *¥* with E the relativistic

energy, then ¢ and x’ oscillate as e *¥Nrt with Exg = F — m. Then
the Dirac equation reads

(i0 — eAg)¢' = —o-(iV + eA)X',

(i0 — eAg +2m)X' = —0-(iV + eA) .

(x,8) = €M (x,1), (3.179)

(3.180)
(3.181)

Observe that in eq. (3.180) the mass term obtained acting with 9y on e
cancels with the mass term originally present in the Dirac equation, while
in eq. (3.181) they add up (recall also that 9; = V, see the Notation).

In the non-relativistic limit we have

i0ox < my’, edp < m (3.182)
and to lowest order the equation for Y’ is easily solved,
1
'~ ——0-(iV+eA)d . 3.183
N =50 (i + eA)) (3.183)

Bror fermions, Dirac found an inge-
nious solution to the negative energy
problem using the Pauli principle and
assuming that all states with negative
energies are filled. However, this solu-
tion does not work for bosons, and to-
day in high energy physics this “filled
Dirac sea” has only historical interest.
In condensed matter, however, it leads
to an interpretation in terms of elec-
trons and holes which is still useful, see
Exercise 4.6.

M1y the language of Feynman graphs
that we will discuss in Chapter 5, the
relativistic wave equations reproduce
the result of tree level graphs.
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This solution is the lowest order in a relativistic expansion, and further
corrections will be computed in Solved Problem 3.1. We now insert this
expression for x’ into eq. (3.180) and use

o'a (iV' 4+ eA")(iV? + eAT) ¢’ = [(iV + eA)? + i o ie(V AT)] ¢/
(3.184)
which follows from 0?07 = §% +ie*o*. Finally, €7¥Vi AT = (V x A)F =
B is the magnetic field, and therefore (writing p = —iV) eq. (3.180)
becomes

(p—cA)?

iO0pp ~
100 Zy

& /
— 5o B+ed| ¢ (3.185)

Therefore in the non-relativistic limit the Dirac equation reduces to a
Schrodinger equation for the two-component spinor ¢, with a minimal
coupling to the gauge field A,,, plus an interaction term with a magnetic
field. We see that the contribution to the energy due to the term o-B
can be written as —p-B with a magnetic moment p given by

e

c=218 (3.186)

H=om? = m

where S = /2 is the spin of the electron. In non-relativistic mechan-
ics, a charged particle with charge e and angular momentum L has a
magnetic moment

(&
- L. 3.187
m=g ( )

It is then customary to write the magnetic moment due to the spin as

ge
p=5_8, (3.188)

where g is called the gyromagnetic ratio, and we see that the Dirac
equation predicts g = 2 while non-relativistic physics erroneously sug-
gests g = 1. The present experimental value is (see the Introduction)
(g —2)/2 = 0.001 159 652 187(4) and the deviations from g = 2 come
from loop corrections that we will discuss in Chapter 7 and, in detail, in
Solved Problem 7.2.

3.7 Solved problems

Problem 3.1. The fine structure of the hydrogen atom

In this problem we use the Dirac equation to compute the fine structure of
the hydrogen atom. In this case the external potential A, is just the Coulomb
potential of the nucleus of charge —Ze (with Z = 1 for hydrogen, but it takes
no effort to keep Z generic; recall also that e < 0), therefore A = 0 and



Ao = —Ze/(4nr). The Coulomb potential is V(r) = edo = —Za/r. The
Dirac equation in the standard representation becomes

(i00 — V —m)¢ = —io-Vy, (3.189)
(ido — V +m)x = —ioc-V¢. (3.190)

We look for a solution ¢(x,t) = e “Fip(x), x(x,t) = e Fix(x) and we define
€ = E —m. Then

(e=V)p=—io-Vx, (3.191)
2m+e—-V)x=—ioc-Vo. (3.192)

We now want to perform an expansion in powers of p?/m? of the Dirac equa-
tion, keeping corrections O(p?/m?) to the kinetic term p?/(2m) and to the
potential V, i.e. we want to keep terms up to O(p*/m?) and O(Vp?/m?).
Equation (3.192) allows us to eliminate y using

—i 1 e—V\ ! 1 e—V
X= eV o (” om ) TP o (1‘ om )"'W'

(3.193)
We can then obtain an equation of the Schrédinger type for the two-component
spinor ¢. In order to make contact with a Schrodinger equation, however,
we must also ensure that the wave function that appears in the Schrodinger
equation is properly normalized. To this purpose, we observe that the total
charge, in units of e, is given by eq. (3.172),

Q= /de vy = /d3m [161* + IxI°] - (3.194)

Observe that, in first quantization, @ is positive definite. This will not be
true in second quantization, where ) will be the number of electrons minus
the number of positrons, as we will see in eq. (4.43). In the first quantized
formalism, we require that the wave function expresses the condition that
there is one electron in a volume V (with V' — o). We therefore define a
Schrodinger wave function ¢s (again a two-components spinor) requiring that

[ atlost = [ d ol + 7] (3.195)
% %

Since x = O(£¢), at zeroth order ¢s = ¢. However, we want to substitute
eq. (3.193) into eq. (3.191) keeping the first-order correction, so for consistency
we must use x ~ (1/2m)(—io-V)¢ in eq. (3.195). Then to this order

/‘/de\¢s|2:/‘/d3x [|¢|2+ ! (a»w*)(o-W)}

4m?2

= /V d’z [Wf ﬁwa'vxa-w}
= [ s |l - o)

3 * p2
:/de <1+4m2) é. (3.196)

_ p’ p!
so= (14 L5 +0Ln) 0 (3.197)

Therefore
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and

8m?2

In terms of ¢g, keeping only the first-order corrections, eq. (3.193) reads

1 e—V P>
X om (1_ 2m )U.p(1_8m2>¢s

1 p? e—-V
~ 5 [crp (1 - 8m2> ~ om 0'~p] ¢s . (3.199)

¢ = (17 P’ +O(i—t)) s . (3.198)

We now substitute egs. (3.199) and (3.198) into eq. (3.191). Performing some

simple algebra (and paying attention to the fact that p = —iV does not
commute with the potential V(r)!) we get
2 2 4 2
PP p Vp

1
2m 8m? + 16m3 + 8m2  4m? (crp)V(o"p)] ¢s=0.
(3.200)

At lowest order, we have of course epg ~ (% + V)¢s. Therefore the term

2
ESPW in the above equation can be rewritten as

2 2 2 2
p p p p
= ~ —+V]. 3.201
E8m2 8m28 8m?2 <2m+ ) ( )

Of course ¢ is a c-number and we can write it both to the left or to the right

of p>. When we substitute it with p?/(2m) +V the difference between writing

it to the left or to the right is O(p®/m?*) and therefore can be neglected, at

the order at which we are working. Equation (3.200) then becomes

2 4
eds= |-+ V-Laat ﬁ ((a.p)V(a-p) = %(pQV + VpQ))} o5

(3.202)

The correction term involving the potential can be rewritten in a more trans-

parent form using the identity o'c? = 6% + ie"/*o* together with

', V] = —i(V'V) = icE"’ (3.203)

(where E is the electric field) and

p'Vp' = (Vp' +[p',V])p' = Vp® +icEp. (3.204)
Then
| o g 1
o'V — SV VD) =p'V' +ie ot pVp - S0"V + V)

1 1 iy ) o
=Vp® +icEp— §p2V - ng2 + i F ([p", V] + V' )p?
1 o
=iecE-p + i(Vp2 —p°V) —e*Ep . (3.205)
(In the last line we used the fact that e/*Vp'p? =0 because pipj is a symmetric
tensor; note that this could not be used directly on €“*p'Vp’ because p’ and

V do not commute). Using eq. (3.203) it is easy to see that

Vp® —p°V = —ie(E-p + p-E) (3.206)



(again, one has to be careful since E and p do not commute!). Inserting this
into eq. (3.205) we find

o'V = S0V +Vp') = icEp — %(Ep +pE)—ec’"Ep o

= %(E p —pE)—ec*Epo*
- _g (V-E)—e(E x p)o. (3.207)
Plugging this into eq. (3.202) we get
2 4
p p e e
S Y —f G (Exp) - - (VE)|¢s. 2
o5 = [ BV - L - e xp) - g (VB 05, (3208

All the manipulations that we have performed until now hold for a generic
potential V(x). We now use the fact that in the hydrogen atom V = V(r)
and therefore

1dV
E=-VV=-r (== 2
e VV =-r (r dr), (3.209)
so that
e 1 14V 1 1dV
T B P = o gy S xR = 5re g ST (3210)

where S = 0/2 is the spin of the electron and L is the orbital angular mo-
mentum. Therefore, in a radial potential V' (r), the first relativistic correction
to the Schrédinger equation is given by

2 4
P D 1 1dV e
== +V - 2sL
£ps 2m 8m3 S

2m2 r dr 8m?2

(V-E)| ¢s.

(3.211)

The correction term —p*/(8m?) is easily understood, since it comes from the
expansion of the relativistic expression ¢ = (p*> + m?)'/2. The term ~ S-L
is the spin—orbit coupling and the term ~ V-E is known as the Darwin term.
Restricting now to the Coulomb potential

V(r)= —? (3.212)
we have 14V Za 1)
rdr 73 '
Using .
V2= = —476) (x) (3.214)
r
(see, e.g. Jackson (1975), Section 1.7 for the proof) we find
CeVE = 4V = —ZaV?E —4r 20 6@ (x). (3.215)
r
We can therefore write
eps = (Ho + Hpert) s (3.216)

where Hy = p?/(2m) + V is the unperturbed Hamiltonian of the hydrogen
atom and

4 Z Z
p « S»L+7r a5<3)

H, ert — —
pert 8m3 + 2m?2r3 2m?2

(x). (3.217)
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Denoting by |njl) the unperturbed states of the hydrogen atom, to first order
(3.218)

in perturbation theory the correction to the energy levels is given by

(AE)nji = (njl|Hpex |njl) -

We must therefore compute the following expectation values:

(1) {njl|p*|ngl): if ¢nj is a solution of the unperturbed Schrodinger equa-

tion, then by definition (p®/(2m) + V)Wnji = €ntnji, OF
2
p Za
%1/1713‘1 = <€n + T) Pnji (3.219)
where
mZ2a®
n=— 3.220
€ o2 (3.220)
are the unperturbed energy levels. Therefore
2
/de o1 D ngi = 4m*>(njl| (en + Ta> |njl) . (3.221)
For a Coulomb potential V' = —Za/r one has
a1l maZ ol (maz)?
l| = |njl) = l| = |njl) = 3.222
{njll ~ Injl) = —5= {njll =5 Ingl) T ( )
and therefore
o4y 4 3 1
=4(mZ - . .22
il ) = 4mZ)' (~os + s ) - 8229
(3.224)

(2) (njl|S - L/r3|njl): from J = L + S it follows that
jG+1) =il+1)+s(s+1)+2S-L

with s = 1/2, and using the wave function of the hydrogen atoms one has
A (maZ)? .
l| = |ngjl) = , fl1#0 3.225

3

and <njl|1/r3|njl> =0 if [ = 0. Therefore
HG+1)=10+1)= 3] (3:226)

(maZ)?

1
il|] =S - Linjl) = (1-4
{njll 5 Ingl) = ( 1,0)27131(le D0+
(3) (nj1|63(x)|njl): this is easily computed:
VA 3
= (";aT?))al,o. (3.227)

(njl|&* () njl) = /d%wnﬂ(x)\%?’(x) = [¢n1(0)?

Putting all contributions together and considering the two cases j =1+1/2
when [ # 0, and j = 1/2 when [ = 0, we find that the result can always be
expressed only in terms of n, j, and there is no separate dependence on [. The

1 3
71 ) (3.228)

final result is
m(Za)*
(AE)njl = - on3 [




Therefore the fine structure removes the degeneracy between states with the
same principal quantum number n but different values of j. However, states
with the same n,j and different [, as the states 251, and 2Py ,, are still
degenerate at the level of the Dirac equation, i.e. at the level of the first
relativistic correction. In principle one might look for higher-order corrections
coming from the Dirac equation, using perturbation theory with respect to
Hpert at higher orders (indeed, it is even possible to find a closed form for the
energy levels predicted by the Dirac equation to all orders in «), but physically
this is not meaningful since, starting from the next order, the corrections due to
the quantum nature of the electromagnetic field come into play, and the correct
framework for computing these corrections is quantum electrodynamics, rather
than the Dirac equation where A, is treated as an external, given, classical
field.

The structure of the energy levels of the hydrogen atom, including the fine
structure correction (3.228) is shown in Fig. 3.1. For instance, the separation
between the states 2P;/5 and 2P; /5 of the hydrogen is, from eq. (3.228)

mat 1 mat 5 mat

16 8 16 8 32
corresponding to a frequency f = w/(27) ~ 10.9 GHz, in the domain of

microwaves. Actually, the levels 251, and 2P, /5 are not exactly degenerate,
as predicted by eq. (3.228), but rather have a splitting

Eap,,, — Eap, ,, = — ~453x107%eV, (3.229)

E»s,,, — Bap, ,, ~ 1057 MHz (3.230)

know as the Lamb shift. The explanation for this splitting was, historically,
one of the first successes of QED. At a comparable level, we find the hyperfine
structure, due to the interaction between the spin of the nucleus and the spin
of the electron. Each level then splits into a triplet and a singlet and, for
instance,

Elsl/z,triplet — EISI/Q,singlet ~ 1420.4 MHz. (3231)

The corresponding wavelength is A = ¢/f ~ 21.105 cm, in the radio waves.
This line is of great importance in astrophysics for investigating the presence of
neutral hydrogen in our and in other galaxies because radio waves, compared to
most other wavelengths, are much less affected by absorption in the interstellar
medium, and propagate to a very large distance.

Problem 3.2. Relativistic energy levels in a magnetic field

We consider now an electron in a magnetic field B = Bz (we take B > 0).

For the gauge field we can take A9 = A, = A, = 0 and Ay = Bz. It is

even technically simpler to solve the Dirac equation in this external magnetic

field exactly, rather than performing a non-relativistic expansion. However,

one should recall that only the first-order non-relativistic correction is really

correct, and at higher orders effects from quantum field theory come into play.
We write the Dirac equation in the standard representation as

(100 — m)p = o-(p — eA)x (3.232)
(100 + m)x = o-(p —eA)¢ (3.233)
where, as usual, p = —iV. We look for a solution of the form

¢(x) = p(x)e ", x(x) = x(x)e P, (3.234)
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Fig. 3.1 The lowest lying energy lev-
els of the hydrogen atom. Note that
the figure is not to scale. In reality, the
fine structure splittings are smaller by
a factor ~ 10~° compared to the sep-
aration between the levels 25;,5 and
1512, and the Lamb shift and the hy-
perfine structure are smaller by a factor
~ 10 compared to the fine structure.
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15Observe that with our choice of A
we have [p?, A7] = 0 and therefore in
(p — eA)? we do not have to be careful
about ordering. Otherwise the mixed
term in (p — eA)? is —e(p-A + A-p).

Then egs. (3.232) and (3.233) become
(B —m)p(x) = o-(p — eA)x(x) (3.235)
(E+m)x(x)=0c(p—eA)p(x) (3.236)

Substituting x(x) from eq. (3.236) into eq. (3.235) and performing basically
the same manipulations as in Section 3.6, we find'®

(B2 —m?)¢(x) = [(p — eA)? — ea-B] ¢(x)
= [p? + ¢*B%2® — 2ep, Bz — 0. B] ¢(x). (3.237)

Since py, p. commute with x, we can search for a solution of the form
$(x) = P fa), (3.238)

where py and p. are c-numbers and f(x), as ¢(x ), is a two-component spinor.
The equation for f(z) becomes

[7% + (p, — eBx)® — erfz] fla) = (B =m® —pd)f(x).  (3.239)

We take f(z) to be an eigenfunction of o, with eigenvalue o0 = £1, 0. f = o f.
Then
—d—2 + l(26232)(90 - p_y)2 f(z) = (E®> —m? — p2 +eBo)f(x). (3.240)
dz? 2 eB =

This is formally identical to the Schrédinger equation of a harmonic oscillator
with frequency 2|e|B. The energy levels therefore are given by

1
E>—m®—pl+eBo=(n+ 3)2elB, (3.241)

or (using e = —|e|)

E(n,p.,0) = [m*+p2+ 2n+1+0)le|B]""* . (3.242)

We observe that there is a continuous degeneracy in p, and p,, as well as a
discrete degeneracy E(n,p.,0 = +1) = E(n+ 1,p.,0 = —1). In the non-
relativistic limit p2 < m?, (2n + 1)|e|B < m?, the expansion of eq. (3.242)
gives ) .

E(n,p.,0) ~m+ 5—;1 + (n + %) wB (3.243)

with wp = |e|B/m, and we recover the Landau levels of non-relativistic quan-
tum mechanics.

Summary of chapter

e The classical dynamics of a field theory is given by the Euler—
Lagrange equation (3.13).

e Noether’s theorem states that for any continuous global symmetry
there is a current j# which is conserved, i.e. 0,j* = 0. Given
the symmetry transformation in the form (3.19, 3.20), the current
can be computed using eq. (3.31). Given a conserved current, the
charge given in eq. (3.26) is time-independent.



e Invariance under space-time translations leads, via Noether’s the-

orem, to the conservation of the energy—momentum tensor, given
in eq. (3.35). The corresponding conserved charges are energy and
momentum, see eq. (3.37).

The kinetic term of the actions for the scalar or spinor fields are
derived from the requirement of Poincaré invariance. This leads
to the free Klein-Gordon equation for scalar particles (eq. (3.40))
and to the free Weyl or Dirac equations for spin 1/2 particles,
eqs. (3.67) and (3.87). For the vector fields, there is also an issue
of gauge invariance; the equations of motion give a pair of Maxwell
equations, while the second pair is a consequence of the definition
of " see eqs. (3.141) and (3.144).

There is large freedom in the choice of interaction terms. For
instance, we can add a generic potential V(¢) to the action of
a scalar field, eq. (3.58). For the electromagnetic field, we have
seen minimal and non-minimal couplings in Section 3.5.4. When
we study the quantum theory, we will see that some choices of
interaction terms can be of more fundamental significance than
others.

Relativistic wave equations reduce, in the non-relativistic limit, to
a Schrodinger equation plus corrections. We can then treat them
in first quantization. We have seen that in this way two remarkable
predictions are obtained from the Dirac equation: the gyromag-
netic factor of the electron is predicted to be g = 2, in contrast
with ¢ = 1 from classical physics, and the fine structure of the
hydrogen atom can be correctly computed. However, higher-order
relativistic corrections can only be computed in the framework of
second quantization.
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Exercises

(3.1)

(3.2)

(3.3)

Actions have the same dimensions as £, so they are Z€ro,
dimensionless in our # = 1 units. Find the dimen-
sions of scalar, spinor, and gauge fields in d = 4
dimensions. Repeat the analysis in d dimensions,
with § = fdd:rﬁ and £ the same as in the d = 4
case.

s

We saw on page 59 that the solution of the massive
Dirac equation in the rest frame is ur, = ur =
vmé. Perform a boost on this solution along

5= %/d“xn*‘”amayqﬁ,

!
—at =%z

(3.244)

and a dilatation transformation with parameter «,

¢(z) — ¢'(2’) = d(x) exp{—dsa}. (3.245)

the z axis and verify that the result is given by
eq. (3.103).

Consider the KG action with the mass term set to

(i) Show that this transformation is a global sym-
metry, for an appropriate choice of the parameter
ds. Find the Noether current associated to this
symmetry and verify that it is conserved on the
equations of motions.
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(ii) Show that, if in the KG action we have also
a non-vanishing mass term, then the above trans-
formation is not a symmetry. Show that instead
a term V(¢) = A¢p* does not spoil the dilatation
symmetry. What are the dimensions of A 7

(i) Consider the Lagrangian of QED with the elec-
tron mass m set to zero, and consider the dilatation
ot — ek A, — e MY A, 1 — e ). Find
the values of da,dy for which this transformation
is a symmetry.

(ii) Compute the conserved current and express it
in terms of the energy—momentum tensor of the
theory. Verify that the conservation of the dilata-
tion current follows from the fact that the trace of
the energy-—momentum tensor vanishes in the mass-
less theory.

(iii) Include the electron mass term in the La-
grangian. Compute the dilatation current using
eq. (3.31) with the new Lagrangian. Verify that
it is not conserved and relate its divergence to the
trace of the energy—momentum tensor.

(3.5)

(3.6)

Consider the two Dirac Lagrangians

. -1
L=9@Gg—m)p, L = (5 9 —m)y. (3.246)
Verify that they are classically equivalent. Com-
pute the energy—momentum tensor in the two cases.
Verify that they are different, but they give rise to
the same conserved charges.

Consider a five-dimensional space-time labeled by
(t,x,y) where (¢,x) are the usual coordinates of
four-dimensional space-time and y is a compact co-
ordinate which parametrizes the extra dimension,
with —R/2 < y < R/2. Consider the free KG
equation in this space, (Os + m?)¢ = 0, where
Oy =0 — 82/6‘y2 and O = 92 — V2 is the usual
four-dimensional d’Alambertian. Show that, from
the point of view of a four-dimensional observer,
this equation describes an infinite set of massive
particles, and compute their masses. These parti-
cles are known as Kaluza—Klein modes. What do
you think is the experimental bound on the size R
of the extra dimension?



Quantization of free fields

4.1 Scalar fields

4.1.1 Real scalar fields. Fock space

From the basic principles of quantum mechanics we know that, to quan-
tize a classical system with coordinates ¢' and momenta p’, in the
Schrédinger picture, we promote ¢‘,p’ to operators and we impose the
commutation relation [¢°,p’] = 0. In the Heisenberg picture, where
the operators depend on time, the commutation relation is imposed at
equal time. The same principle can be applied to a scalar field theory,
where the coordinates ¢(t) are replaced by the fields ¢(,x) while p?(t)
are replaced by the conjugate momenta II(¢,x), and we interpret x as
a label that distinguishes the “coordinates” ¢(t,x) of our system. Since
x is a continuous variable, d;; must be replaced by a Dirac delta. Thus,
the basic principle of canonical quantization is to promote the field ¢
and its conjugate momentum to operators, and to impose the equal time
commutation relation

[6(t,%), TI(t, y)] = i6@ (x —y), (4.1)

while, at equal time, we impose [¢(t, x), ¢(t,y)] = [IL(¢,x),I(t,y)] = 0.
Furthermore, a real field is promoted to a hermitian operator. Let us
first apply this procedure to a free real scalar field. The mode expansion
of a free real scalar field is given in eq. (3.42). Promoting the real field
¢ to a hermitian operator means to promote ap to an operator while a};

P
becomes the hermitian conjugate operator aL; thus
d3p . X
z) = | ————— (ape " +ale™®) | 4.2
(b( ) / (27T)3\/E ( P P ) ( )

with p® = Ep. The conjugate momentum is given by eq. (3.43). Us-
ing these expressions it is easy to verify that, in terms of ap,aL, the
commutation relation (4.1) reads

lap, al] = (2m)*6®) (p — q) , (4.3)

while

[apv aq} =0, [ai)v am =0. (44)

4.1 Scalar fields
4.2 Spin 1/2 fields
4.3 Electromagnetic field
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It is sometimes convenient to put the system into a box of size L, so that
the total volume V' = L3 is finite. This procedure regularizes divergences
coming from the infinite-volume limit or, equivalently, from the small
momentum region, and is an example of an infrared cutoff. In a finite
box of size L, imposing periodic boundary conditions on the fields, the
momenta take the discrete values p’ = (27r/L)n® with n’ = 0, +1,42,.. .,

and therefore 3
2
3 § :

n

The condition [d@*p5® (p —q) =1 then gives

\3
9p-a) - (5) dna (1.6

In particular, this implies that
2m)30®) (p=0) - V. (4.7)

Recalling the standard commutation relation of the creation and annihi-
lation operators of a harmonic oscillator, [a, a'] = 1, we see from eq. (4.3)
that the commutation relations of the real scalar field are equivalent to
that of a collection of harmonic oscillators, with one oscillator for each
value of the momentum p (apart from a normalization factor 1/4/V in
ap and af)).

We can now construct the Fock space following the standard procedure
for the harmonic oscillator: we interpret ap as destruction operators and
al as creation operators, and we define a vacuum state |0) as the state

p
annihilated by all destruction operators, so for all p

apl0) = 0. (4.8)

We normalize the vacuum with (0/0) = 1. The generic state of the Fock
space is obtained acting on the vacuum with the creation operators,

P1,...Pn) = (2Ep,)2 ... (2E,,)?al, .. al |0). (4.9)

The factors (2Ep)1/ 2 are a convenient choice of normalization. In par-
ticular, the one-particle states are

Ip) = (2Ep)"/a}|0) . (4.10)
From the commutation relations and eq. (4.8) we find that

(p1lp2) = (2Bp,)"/?(2Ep,)"/*(0]ap, af,,10)

= (2Ep,)"/*(2Ep,)"*(0l[ap, , a},]|0)

=2E,, (2m)30®) (p1 — pa). (4.11)
The factors (2E,)'/? in eq. (4.10) have been chosen so that in the above
scalar product the combination E6 G)(p— q) appears, which is Lorentz
invariant (see Exercise 4.2).



We now compute the energy of these states. The Hamiltonian can be
written in terms of ap, aL substituting eq. (4.2) and the corresponding
expression for II into the Hamiltonian density (3.44), and integrating
over d®x; one finds

d? 1 a3 1
H :/ﬁEp 3 (a;.[,ap +apaL) :/ﬁEp (a;.[,ap + §[ap7a;f)]> .
(412)
The second term is the sum of the zero-point energy of all oscillators,
and it is proportional to (27)26(3)(0). In a finite volume we see from
eq. (4.7) that (27)26(3(0) — V. The zero-point energy is therefore

1 d®p
Eiac = §V/ (271—)3Ep’ (4.13)

and the energy density of the vacuum is

1 1 d3p
Pvac = VEvac = 5 / WEP . (414)

For large |p|, E, = /pP? + m? ~ |p| and the integral diverges. We can
regulate the divergence putting a cutoff A in the integration over large
momenta, so that we integrate only over |p| < A. This is an example of
an ultraviolet cutoff. The vacuum energy density then diverges as

A
Pvac ~ / pidp ~ A*. (4.15)

This is our first encounter with an ultraviolet divergence. In quantum
field theory we will get used to divergences and we will see under what
conditions these can be cured. In this case, however, the divergence
apparently is relatively harmless. Since what we measure are energy
differences, we can simply discard this zero-point energy' and declare
that our Hamiltonian is

d3p
H = / WEPG/LGP. (416)

We can formalize this statement introducing the concept of normal or-
dering: given an operator O its normal ordered form, denoted by : O :,
is obtained writing by hand all creation operators to the left of all de-
struction operators. Thus, for instance, : apa;f, D= a;.[,ap and we can say
that the quantum Hamiltonian (4.16) is obtained from the classical ex-
pression (3.44) promoting ¢ to an operator and performing the normal
ordering,

1
H=3 /d3x (I 4 (V) +mPe? . (4.17)
We can now compute the energy of the various states of the Fock space.
The vacuum state |0) now, by definition, has zero energy. The operator

aLap is just the number operator of the oscillator labeled by p and
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I This is not true when we include grav-
ity, since any form of energy contributes
to the gravitational interaction. In Sec-
tion 5.7, after having studied the renor-
malization of field theory, we will come
back to this zero-point energy and we
will discuss its relation with the cosmo-
logical constant problem.
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2Actually7 for the momentum operator
it is not really necessary to perform the
normal ordering, since the terms that
come out from the commutators are
odd under p — —p and cancel when
we integrate over d°p.

therefore the energy of the generic state (4.9) is given by the sum of the
energies I, of the various particles,

Hp1,...pn) = (Ep, +...+ Ep,) [P1,---Pn) - (4.18)

Similarly we can compute the spatial momentum of these states. From
the Noether theorem, we know how to write the spatial momentum as
the conserved charge associated to spatial translations. For the real
scalar field we found it in Section 3.3.1. Performing the normal ordering
we have the quantum expression

Pl = /dSLI: (0% = /de 2000 ;. (4.19)

Substituting ¢ from eq. (4.2) we see that the terms quadratic in the
destruction operators vanish because they are given by an integral over
d®p of the function p‘a_p, ap, which is odd under p — —p. Similarly
for the terms quadratic in the creation operators, and we are left with?

i ’p
P /(277)3 paLap. (4.20)

Therefore the states aI,|0> are one-particle states with momentum p, en-
ergy Ep = \/p% + m? and mass m. The generic state of the Fock space
(4.9) is a multiparticle state, and its energy and momentum are the sum
of the individual energies and momenta. From the fact that the cre-
ation operators commute between themselves we see that the multipar-
ticle states (4.9) are symmetric under the exchange of any two particles,
and therefore obey Bose—Einstein statistics. This is an example of the
spin-statistics theorem, which states that particles with integer spin are
bosons and particles with half-integer spin are fermions.

Finally, we can examine the angular momentum of these states. From
the Noether theorem we found that for scalar fields the angular mo-
mentum operator has a part interpreted as orbital angular momentum,
eq. (3.50), and that there is no intrinsic spin part. Therefore the quanta
of the scalar field are spin-0 particles.

4.1.2 Complex scalar field; antiparticles

We now consider a free complex scalar field. Eq. (3.60) becomes

() = / _ P (ape™ " 4 ble™™) (4.21)

(27)3\/2E,

and the complex conjugate field ¢* becomes the hermitian conjugate
operator,

d3p
tip) — / _dp
¢'(@) (2m)3\/2Ep
Imposing the canonical commutation relation (4.1) gives

[ap, afj] = [bp, 0] = 2m)*6@ (p — ), (4.23)

(al,eip“ + bpe Y (4.22)



while all other commutators [a, a], [a', a'], [b, 8], [b,bT] and all commu-
tators between the a,a’ and b,b' are equal to zero. The Fock space is
constructed defining the vacuum state as the state annihilated by all ap
and by, for each p,

apl0) = bpl0) =0. (4.24)
Acting with aIﬁ bL we generate the Fock space. After normal ordering,
the Hamiltonian and spatial momentum are given by

= /d3
Pi:/(2 )3p( ap+bb)

We see that the quanta of a complex scalar are given by two different
particle species with the same mass, created by the aL and bL operators
respectively.

The U(1) charge is given in eq. (3.63). We compute it explicitly as a
prototype of many similar calculations in this section,

PR B SIS g d’q
QU(”_Z/dw am_’/d 2m)3\/2Eq (21)%/2Ey

(
> |:( T 'qu+b efzqz) o(apeﬂszrbT 'Lpz)

_ (60(aTeiqx+b e 1qx))( —1p:c+b’r 1pz)]

alap + blbp) , (4.25)

(4.26)

d3p

/ P La & p
(2m)3\/2Eq (27)34/2
% |:( t 1qx+b e—zqa:) (ape—zp:): bl‘)eipa:)
+Eq (ageiqz bq et ) ( e T 4 bLeipm)} .

The integration over d>z produces (27)*3® (p — q) on the terms ~ afap and
babl, and (27)36®) (p + q) on the terms ~ bgap and afbl; in both cases
|p| = |a| and therefore Eq = Ep. Using this fact it is straightforward to find
that the terms ~ bqap and a:;b;r, cancel and we are left with the terms a:;ap
and bpb,. In these terms the exponentials are of the type exp{+i(q — p)z} =
exp{%i[(Eq — Ep)t — (@ — p)-x]}, and since Eq = Fp the time dependence
cancels, as it should for a conserved charge. Therefore

(4.27)

Q —/ d’p P4 0360 (p — q)2B,(alap — bebl)
v (27)3 /2By (27)3\/2Eq P~ <Bpi%qfe ~ Padp
d3p "
== W (apap b b ) (428)
Again we normal order this expression,® and we obtain
d3p
Quay = / 2n)? (CLL@p - bpr)- (4.29)

Since afa is the number operator of a harmonic oscillator, we see that
the U(1) charge is equal to the number of quanta created by the op-

erators aT minus the number of quanta created by bp7 integrated over
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3Even if one accepts the normal order-
ing of the Hamiltonian on the grounds
that a vacuum energy is unobservable,
one cannot accept the normal order-
ing of the charge on the same grounds,
since a charged vacuum would have ob-
servable effects. Rather, in this case
one can understand the need for nor-
mal ordering observing that the clas-
sical expression for the charge involves
the product of ¢* with 9p¢, eq. (3.63).
When promoted to quantum operators,
¢>T and Jp¢ do not commute, and there-
fore there is an ordering ambiguity al-
ready in the starting expression (4.27);
for instance, we could write ¢fdp¢, or
(Bop)oT, or we could take the symmet-
ric combination. The ambiguity is re-
moved requiring that the charge of the
vacuum vanishes.
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40f course the overall sign (and nor-
malization) of the Noether charge are
arbitrary, since if a current j# is con-
served also —j* is conserved, and it is
also an arbitrary convention what state
we call a particle and what an antipar-
ticle.

all momenta. Therefore the states a},|0) and b},|0) represent particles
with momentum p, mass m, spin zero and opp051te charge; af 510) has
Qu(1)y = +1 while bl 510) has Qu1y = —1 and is called the antzparmcle
of aT |()> We now understand What is the proper interpretation of the
negative energy solutions of the KG equation. The coefficient of the pos-
itive energy solution e~*P* after quantization becomes the destruction
operator of a particle and the coefficient of e® becomes the creation
operator of its antiparticle. In the case of the real scalar field the re-
ality condition requires ap = bp and therefore the particle is its own
antiparticle, and it is neutral under any U(1) symmetry.

4.2 Spin 1/2 fields

4.2.1 Dirac field

We start from the Lagrangian (3.89), £ = W(iv*9, — m)¥. The conju-
gate momentum is

My = % =040 =0T, (4.30)
A basic principle of quantum field theory is the spin-statistic theorem,
that requires that fields with half-integer spin are quantized imposing
equal time anticommutation relation, while spin with integer spin with
equal time commutation relation. We will not discuss this theorem in
full generality, but will see below how the need for anticommutators
arises in the case of Dirac fields. So we impose

{Ta(x,), Ul (y, )} = 6@ (x = ¥)ba, (4.31)

where {, } is the anticommutator and a,b = 1, .. .4 are the Dirac indices.
The expansion of the free Dirac field in plane waves is written

U(r) = / 2m) \/ﬁ Z ap,su’( _”””—&—bsts(p)e”””)7 (4.32)

P s=1,2

and therefore

T gl Ut (p)e™T) . (4.33)

U(x s (
(w) = /277 3/2Ey ;2 P
The wave functions u®(p),v*(p) are given in egs. (3.103) and (3.107).
Writing the anticommutation relations (4.31) in terms of the a,b oper-
ators we find

{ap, a3l = {5, b3} = (2m)%6®) (p — )™, (4.34)




with all other anticommutators equal to zero. The Fock space is con-
structed defining first a vacuum state annihilated by all destruction op-
erators

ap,s|0) = bp s|0) = 0. (4.35)

Then multiparticle states are obtained acting on the vacuum with QL,S
or bLs. Since these operators anticommute between themselves, the re-
sulting multiparticle state is antisymmetric under the exchange of two
particles, so spin 1/2 particles (as in general all half-integer spin parti-
cles) obey Fermi-Dirac statistics. The one-particle states are normalized
as in the case of the scalar field,

(2Bp)'/%al |0y,  (2Ep)"/? b, ,[0) (4.36)

and depend on the momentum as well as on the spin degree of freedom
s, which takes the values s =1, 2.

The Hamiltonian density is obtained computing first the classical ex-
pression,

H=Tg0V — L =iV 00 — ¥ (i7°0y + i7'9; — m) ¥
=V (—iv'0; +m) ¥, (4.37)
and therefore we get the Dirac Hamiltonian

H= /d%\if (=i 0; +m) ¥ = /d?’xlil(fi'y-Ver)\I/. (4.38)

We then substitute the mode expansion (4.32) and we perform the nor-
mal ordering, which in this case means that we put all a;.[,’s to the left of
all ap s and all bL,s to the left of all by, 5, adding a minus sign each time
we exchange the position of any destruction or creation operator, but

without paying the price of the Dirac delta; e.g. : ap7sa;f,’s P = —a;f,’sap,s.
The final result is
=[P S g (al bl b 4.39
= W Z P (ap,sarns + 0p s p,s) . (4.39)
s=1,2

If we were to quantize the Dirac field in terms of commutators, at this
point we would have found a minus sign in front of the term bL7sbp,57 and
therefore the energy would have been unbounded from below. In this
way, instead, we see that the situation becomes completely analogous
to the complex scalar field, and the coefficients of the negative energy
solutions e?® become the creation operators of another type of particle.
Let us now study the momentum, spin and charge of these particles.
The momentum operator is again obtained from the Noether theorem,

d3
P= / (2753 Z p (aL,sap,s +bL,sbp,S) . (4.40)

s=1,2

The new aspect compared to the complex scalar field is the spin degree
of freedom. The angular momentum is the Noether charge associated
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Table 4.1 The quantum num-
bers of the one-particles states
created by a;r,ys,b;r,ys. The mo-
mentum p is directed by defini-
tion along the z direction. The
electric charge is in units of e,
with e < 0.

state J.  U(1) charge
al |0y +1 +1
al Hl0) -1 +1
bhal0)  —3 -1
bl 10y +1 ~1

to spatial rotations and, as discussed in Section 2.6.2, it is made up of
the orbital contribution plus a spin term. Using the expressions for the
Noether current given in Section 2.6.2, the spin part is

1
S=3 /d%qﬁm, (4.41)

Y= ( ‘g UOZ. ) . (4.42)

Substituting again the mode expansion one finds that, in the rest frame
(i.e. when p = 0), the state created by ap o with s =1 has J, = +1/2
and that with s = 2 has J, = —1/2. For the state created by b
the situation is reversed and s = 1 has J, = —1/2 while s = 2 has
J. = +1/2. Performing a boost in the z direction, J, is unchanged
and therefore a state created by aL,s with p = (0,0,p,) and s = 1 has
helicity h = 4+1/2, etc.

Finally, we saw in Section 3.4.3 that the Dirac action has a U(1) global
symmetry ¥ — W, The conserved charge is

d3p
Qua = /—(27r)3 Z (GL,sap,s —b;sbp,s) , (4.43)

s=1,2

where

The one-particle states and their quantum numbers are summarized in
Table 4.1. The states created by aL,s are called particles and the states
created by bL,s are called antiparticles. In particular, in electrodynamics,
we identify af, ,|0) with the electron and b}, (|0) with the positron. The
U(1) charge is equal to the number of particles minus the number of
antiparticles.

4.2.2 Massless Weyl field

In this section we consider a massless Weyl field. Its quantization follows
immediately from the quantization of the Dirac field. It is convenient
to use a Dirac notation for the Weyl fields so, if ¥ is a left-handed
two-component Weyl field and ¥ a right-handed Weyl field, we write,
in the chiral representation

\I/Lz(woL>, WR:(wOR)' (4.44)

We consider first ;. As with any Dirac field, we can expand it as in
eq. (4.32),

Up(x) = / 57) \/ﬁ Z ap,sui (p —ipw+bi)7svi(p)eipw) .

P =12
(4.45)
However, by definition u$ (p) and v (p) are Dirac spinors which, in the
chiral representation, have the two lowest components vanishing,

s Up s Vi
Uy = ( OL > 5 v, = ( OL ) . (446)



Comparing with egs. (3.105), (3.106) and (3.107) we see that when s = 1
we have uj = vj = 0, so only the term with s = 2 contributes in
eq. (4.45).

Therefore

d? . .
W (w) = / ot (apoud (D)™ + b 0 ()e7)  (4.47)

(2m)3\/2Ep

- d3p - -

V()= | ——— (aT a2 (p)e’PT + by o3 6_””“) , (448
1) = [ G (ahamt 9™ + btk ) (1.48)

We see from Table 4.1 that bLQ creates an antiparticle with h = +1/2

while aL,Z creates a particle with h = —1/2. Therefore:

In the massless case, the operators Wy, Uy create or destroy a particle
with h = —=1/2 and its antiparticle with h = +1/2.

If we neglect the small masses indicated by the oscillations experi-
ments, the neutrinos in the Standard Model are described by massless
left-handed Weyl fields. The neutrino has h = —1/2 and the antineu-
trino has h = +1/2.

Repeating the analysis for Ui we see that now only the s = 1 term
survives and therefore the situation is reversed. A right-handed massless
Weyl field describes a particle with h = 4+1/2 and its antiparticle with
h=—1/2.

423 C, P, T

In Section 2.6.3 we studied how parity and charge conjugation act on
a classical Dirac field. We now want to understand how they act on
one-particle states or, equivalently, on the operator ¥ that represents a
quantized Dirac field. Let us start with the parity operator P. Under
parity the momentum p — —p while the spin s is unchanged since the
angular momentum is a pseudovector. Then for a particle of type a we
must have

Plp,s;a) = 14| — P, 85 a) . (4.49)

We have inserted an index a to label the type of particle and we have
included the possibility of a constant phase factor 7n,, since vectors in
the Fock space which differ by a phase still represent the same physical
state. We will call n, the intrinsic parity of the particle a. Performing
twice the parity transformation on a physical observable gives the iden-
tity operation; this is not yet sufficient to conclude that n? = 1, since
the observables are built from an even number of fermionic operators.
Therefore, the condition that P? is the identity on the physical observ-
able only implies that either 2 = +1 or n2 = —1. However, it can be
shown (see Weinberg (1995), page 125) that for all spin 1/2 particles ex-
cept Majorana fermions it is possible to redefine the parity operation so
that 72 = +1, and therefore n, = 1. In the following we will restrict to

Parity
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SWe are assuming that the vacuum
is non-degenerate and invariant under
parity, and therefore P|0) = 7]0). In
this case, as part of the definition of
the operator P, we can choose n = +1,
so P|0) = |0). The situation in which
the vacuum state is degenerate and the
parity operation sends a vacuum state
into a different vacuum state is an ex-
ample of spontaneous symmetry break-
ing, and will be treated in Chapter 11.

this case. We will come back to Majorana fermions on page 94, and we
will see that the intrinsic parity of Majorana fermions satisfies instead
N2 =—1,ie. n, = *i.

In order to implement (4.49) on a generlc multiparticle state, the op-
erators aLs, bLs must satisfy PaL = Nq0 _p <P and pr = 77bbT_p7sP7
so that, for instance,

Paf, b 10) =naal , PO [0) = nampal , b7 10)

and similarly on a generic multiparticle state.? Using P? = 1, this means
that

(4.50)

=mbl .- (4.51)

As mentioned in Section 2.7.2, the Wigner theorem states that we can
implement this symmetry transformation by means of a unitary operator
P. Then the conditions PPt = PTP = 1, together with PP = 1, give
P? = P. Taking the hermitian conjugate of (4.51) and taking into
account that we are restricting to 1,4 real, we find

Pap P =1N40_ps, Pbp P =mb_ps. (4.52)
Therefore
U(z) = V'(2') = PU(x)P, (4.53)
with
PU(2)P = (a s e 4 bl g eW).
(1’) / 27{_ \/E 512 Na@ P, u® ) b P, (p)
(4.54)

We now change the integration variable p to p’ = —p. This trans-
formation does not change p°, which is quadratic in p, so p®’ = p°.
Then exp(ipz) = exp(ip’t — ipx) = exp(ip’t + ip’x) = exp(ip’z’) with
' = (t,—x), and similarly exp(—ipz) = exp(—ip’z’). To understand
how u®(p) and v°(p) transform if we change their argument from p to p’
we can, without loss of generality, choose p along the z axis and use the
explicit form given in egs. (3.103) and (3.107). We see that the trans-
formation p3 — —p? exchanges the upper and lower components in the
chiral representation, and therefore can be written in terms of ~°,

w(p) =7"u*(p), v (p) = "0 ().

Therefore, renaming the integration variable p’ = p,

Pr@P =" [t ﬁ 3 () =t o))

(4.56)
We now require that the quantum operator ¥ is a representation of
parity, up to a phase. From the above equation, we see that this is
possible if and only if

(4.55)

Na = =" - (457)




This shows that the intrinsic parity of a spin 1/2 particle and of its
antiparticle are opposite.’
The transformation law of the operator ¥ then becomes

U(z) — V' (2) =0y (2'),

which, once we recall the form of 4° in the chiral representation, is in
agreement with the classical result (2.90), plus the novel quantum effect
of the intrinsic parity factor n,.” Of course 7, cancels in any fermion bi-
linear involving only particles of one type. However, the relative phase
factors of different particles can be observables,® and in particular the
opposite sign of the parity of the particle and its antiparticle is observ-
able. An interesting application is to the case of positronium, which is
the bound state of an electron and positron, and is discussed in Exer-
cise 4.1.

The situation should be compared with what happens to a complex
scalar field. In this case repeating the same arguments we have again
PapP = n,a_p and Pbp P = mb_p. We can go through the same steps,
with the only difference that in ¢(x) the annihilation and creation oper-
ators are multiplied simply by e =% and e’P*, respectively, while in ¥ (x)
they were multiplied by u(p)e~?* and v(p)e ™%, respectively. Therefore
for scalar fields we do not get the relative minus sign between n, and np,
which for Dirac fields originated in the different transformation proper-
ties of u(p) and v(p), see eq. (4.55). Then we find that the quantized
complex scalar field ¢ gives a representation of parity if n, = +n, so
that the intrinsic parity of a spin-0 particle and of its antiparticle are
equal.

(4.58)

The effect of charge conjugation on the classical Dirac field has been
obtained in eq. (2.91), working in the chiral representation. In terms of
v matrices, eq. (2.91) reads ¥ — —iy?¥*. We now study how the charge
conjugation C' acts on one-particle states. Let us consider the following

transformation of the operators aLS, bLs

Cap,SC = anp,s ) Cbp,sc =Tclp,s - (459)

We limit for simplicity to nc¢ = £1. As we saw in eq. (2.91), charge
conjugation relates ¥ and ¥*. Therefore we need to know how u(p), v(p)
transform under complex conjugation. The result is”

u(p) = iy’ (v*(p))” (4.60)
and therefore (since —ivy? is real and (v2)? = —1) we also have
v (p) = —in?(u®(p))*. (4.61)
We can now write
CU(x)C = 770/ 2E Z A e~ WPT | a;()ysvs(p>eipx)

P s=1,2
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61f we consider also Majorana fermions
the phase 7 is no longer restricted to
be real (see page 92), and repeating the
above steps one finds 1, = —7; .

"We have derived the transformation of
W working in the chiral representation.
As already remarked below eq. (3.122),
once the transformation has been writ-
ten in terms of ~ matrices, it holds
in any representation; in this case, if
U — 9%, we have UV — UAOT =
(UAx°U-YHUW. However, ¥/ = UV is
the spinor in the new representation
and (U°U~1) is 79 in the new rep-
resentation.

8More precisely, redefining a new parity
operator P’ = Pexp{iaB+i8L+ivQ},
where B, L,Q are the baryon number,
lepton number and electric charge, re-
spectively, we can always set the intrin-
sic parity of the neutron, proton and
electron to the value +1. The intrin-
sic parities of other particles are then
fixed, see Weinberg (1995), page 125.

Charge conjugation

90ne can check this result on the ex-
plicit expressions (3.103, 3.107) with
p = (0,0,p%). However in this frame
only o° appears, which is real, so
u(p), v(p) are real. To check that u®(p)
is indeed equal to —iy2(v®(p))* rather
than to —iy2v®(p) it suffices to consider
also the case where p = (0, p2,0).
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1045 already remarked in Section 2.6.4,
a reality condition on a Dirac spinor
cannot be imposed in the form ¥ =
U*. In terms of Weyl spinors such a
condition would imply ¥ = %] and
YRr = vYk; however, these conditions
are not Lorentz invariant, as we see

from egs. (2.59) and (2.60).

Time-reversal

— iy / JE 2 (oule? O ()

—incy?U*. (4.62)

We see that this transformation is just the charge conjugation operation
defined on the classical field, apart from the quantum phase nc = +1
which depends on the particle type.

From eq. (4.59) we see that charge conjugation exchanges the particle
with the antiparticle. The momentum p is unchanged by C' and also the
index s. Recall however from the previous section that the state created
by a s describes a particle with J, = +1/2 when s =1 and J, = —1/2
When s = 2, while the state created by bJr describes a particle with
J, = —1/2 when s =1 and J, = +1/2 When s = 2 (see Table 4.1); J,
was defined as the spin in the rest frame, but if a particle has spin J, in its
rest frame, it also has the same value of J, if we make a boost along the
z direction, since the generators J, and K, commute. Then we see that
charge conjugation transforms a fermion with momentum p = (0,0, p3)
and J, = +1/2 (hence helicity h = 1/2) into an antifermion with the
same momentum but J, = —1/2 , which means h = —1/2. Therefore
charge conjugation reverses the helicity.

Using the definition (4.62), one can verify (see Exercise 4.3) that the
current changes sign under charge conjugation,

C (T"W) C = — Ty 0 (4.63)

For Majorana spinors we found in egs. (2.91) and (2.94) that ¥§, =
Wy, e, —iy? W%, = Wy, Then eq. (4.62) becomes CW C = neWyy.
Expanding ¥, in terms of creation and annihilation operators and using
eq. (4.59) we find ap s = ncbp,s. Therefore for a Majorana spinor the
particle and the antiparticle are identical. As we already remarked in
Section 2.6.4, the relation between Majorana spinors and Dirac spinors
is similar to the relation between real scalar fields and complex scalar
fields. In both cases we have a reality condition (¢ = ¢* for a scalar
field and ¥ = —iy2¥* for a Dirac field) which eliminates one half of the
degrees of freedom, and identifies the particle with the antiparticle.'®
As we mentioned in note 6, in the general case where the intrinsic
parity 7 is not assumed to be real, the parity of a fermion and an an-

tifermion are related by 1, = —n;. Since for Majorana fermions the
particle is the same as the antiparticle, we have n, = —n} and therefore
Ne = Ei.

Finally, we consider the time-reversal transformation 7. The imple-
mentation of time reversal in quantum field theory is somewhat peculiar.
In fact, the Wigner theorem states that a symmetry transformation can
be implemented either by a linear unitary operator, which is the case that
we have met until now, or by an anti-unitary and antilinear operator, i.e.
by an operator U that, given two states |a) and |b) with scalar product
(alb), satisfies (Ua|Ub) = (a|b)* (instead of being equal to (a|b) as for a
unitary operator) and, for ¢ a complex constant, Uc|a) = ¢*Ul|a). Time



reversal is indeed the case of a symmetry that can be implemented only
by an anti-unitary and antilinear operator (see Peskin and Schroeder
(1995), page 67).

We want to define T in such a way that TWT satisfies the time-reversed
Dirac equation. Using the antilinearity of T, it can be shown that this
can be obtained defining

Tap T =a-p—s, TopT=bp_s (4.64)

where ap _s = (ap,2,—ap,1) and bp _s = (bp2,—bp1). Therefore T'
changes the sign of the momentum and flips the spin, as we expect for
time reversal. On the Dirac field this gives

TYU(t,x)T = —y' T (—t,x). (4.65)

We leave it as an exercise to the reader to show that —y!v3W(—¢,x)
indeed verifies the Dirac equation with t — —t.

Now that we have defined C, P, and T on the field ¥, we can ask
whether the Lagrangian governing the dynamics of ¥ is invariant un-
der these transformations. For the free Dirac action, one immediately
sees that C, P and T are indeed symmetry operations, but it is easy
to construct interaction terms with fermion bilinears and possibly with
derivatives that violate C, P or T separately. However, it is impossible
to write a Lorentz-invariant term that violates CPT. In fact, under
the combined action of C, P and T, the fermion bilinears W, U,
and Wo* ¥ are invariant while W4*W¥ and Uy y#W¥ change sign. To
construct a quadratic Lorentz-invariant term, the free Lorentz indices
in Wo" W, Uy*U and Wy°y*¥ must be contracted with a derivative
Ou, while in quartic and higher-order terms the indices can also be con-
tracted between the various fermion bilinears. Of course 9, is invariant
under C' while under the combined action of P,T" we have d, — —0,.
We see that each free Lorentz index in a fermion bilinear constructed
with U and W carries a minus sign under C PT, and the same is true for
the Lorentz index in d,,. Therefore all possible Lorentz invariant terms,
where all indices are contracted and therefore are even in number, are in-
variant under CPT. The fact that CPT is conserved, therefore, follows
from the fact that it is impossible even to write down a Lorentz-invariant
term that violates CPT.

This is an example of the C'PT theorem, which states that, indepen-
dently of the spin of the particle, a (local) Lorentz-invariant field theory
with a hermitian Hamiltonian cannot violate C PT.

Since C'PT exchanges a particle with the antiparticle, and is an exact
symmetry, i.e. it commutes with the Hamiltonian, it implies that the
mass of a particle and of its antiparticle must be exactly equal. Ex-
perimentally, this is verified to an extraordinary accuracy in the K°K©
system, where the bound on the mass difference is

|mKo — m[(o|

< 10718, (4.66)
mgo
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4.3 Electromagnetic field

4.3.1 Quantization in the radiation gauge

The quantization of the electromagnetic field presents new aspects. The
core of the problem is that, because of gauge invariance, the field A,
gives a redundant description. We have therefore two choices in the
quantization procedure. The first possibility is to choose from the begin-
ning a gauge such as the radiation gauge (3.150), which fixes completely
the gauge freedom; in this case we work directly with the physical de-
grees of freedom, but the price that we have to pay is a loss of explicit
Lorentz covariance and at the end of the quantization procedure we must
verify that we have not really lost Lorentz symmetry. This quantization
scheme will be discussed in this section. The second possibility is to work
with the full gauge field A,. This will introduce some spurious degrees
of freedom, which we will have to get rid of. This second quantization
procedure will be discussed in the next section.

Thus in this section we choose the radiation gauge (3.150), that we
recall here

Ay =0, V-A=0. (4.67)

We have seen that in this gauge the equation of motion for the three
residual components A* is simply OA* = 0, so the most general classical
solution is

d*p :
A= e r pz+ ’)\ * ipx 7
[ Grvms X oo Nanac + € N e

A=1,2

(4.68)
where, for the electromagnetic field, we use the notation wp = p¥. In-
serting this expansion in the equation of motion OA? = 0 we get p® =0
and therefore wp = |p|; the gauge fixing condition V-A = 0 requires
instead e-p = 0; this equation, for each fixed p, has of course two in-
dependent solutions, the two orthogonal vectors, which we label by an
index A = 1,2. The physical degrees of freedom of the electromagnetic
field are described by two independent polarization vectors €(p, 1) and
€(p,2).

We now promote A to a hermitian operator, and we write

A(m) / 277 m Z [ ap A€ Pﬂﬁ—i—e (p, )\> I,)\eipz] 5

A=1,2
(4.69)
where now ap », a; , are operators. Since for scalar fields we have un-
derstood that imposing on ap, )\,aL,  the commutation relation of the
harmonic oscillator allows us to interpret the states of the Fock space as
particles, we impose the commutation relations

[ap,x, @l y ] = (2m)%6P (p — @)dan (4.70)




and

[QPJ\? an\’] = [al,,)\a a:;,)\/] =0. (4.71)

Equations (4.70) and (4.71) are our defining rules for the quantization
of the electromagnetic field in the radiation gauge. We now want to
understand what this definition means in terms of the commutation
relations of the fields A* with their conjugate momenta. The momentum
conjugate to Ay is

5 1
My = ——— <—FWF“”) =0.

S 1 (4.72)

In this quantization scheme Ay and Ily are equal to zero, and are not
dynamical variables. The momentum conjugate to A; is instead

3 <%F0F°) =-F"=FE".

. 5 1 5
M=—"(—-F, ") =—>_
6(80Ai)< atn > (D0 A;

(4.73)
One can verify that from the commutation relations (4.70) it follows
that
i j . Pk e xe g KK
[A%(t,x), B (t,y)] :_Z/We (x=y) (w — F) o (474)
In the derivation one uses the relation
J* 7% J 51] klk]
- Z Tk, N (k,A) + €7 (—k, N)el (—k, \)) = S (475)

)\12

This identity can be verified choosing a frame where k = (0,0, k). In
this frame we can choose as orthogonal vectors the linear polarization
vectors, i.e. €(k,1) = (1,0,0) and €(k,2) = (0,1,0), and eq. (4.75) is
then trivially checked. The validity in any frame follows from the fact
that both sides transform as tensors under rotations.!* The integral on
the right-hand side of eq. (4.74) is called a “transverse” Dirac delta and
is denoted by 67(x — y), so we can write

[A(t,x), B/ (t,y)] = =il (x —y). (4.76)

Note that, were it not for the term k’k7/k? the integral over d®k in
eq. (4.74) would give an ordinary Dirac delta, and we would have the
standard equal time commutation relations.’? The necessity of the term
k'k7 /k? can be understood taking the divergence with respect to x of
both sides of eq. (4.74); on the left-hand side we find [V-A(t, x), E(¢,y)].
However, since we have imposed the gauge condition V-A = 0, this must
vanish. Indeed, the divergence of the right-hand side vanishes thanks to
the additional term —k'k7 /k? since, taking the divergence, inside the

integral we get o
ifsig  K'F

For the same reason, taking now the divergence of eq. (4.76) with respect
to y, we get [A'(t,x), V-E(t,y)] = 0. This means that V-E commutes

>:kj—kj:0. (4.77)
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Hhe linear polarizations are
real and therefore in this Dbasis
the above identity simplifies to
Saciz €k Ve (K, \) = 61 — BEL
However the form (4.75) holds also
choosing as a basis the circular polar-
izations, i.e. e(k,1) = (1/v/2)(1,4,0)
and e(k,2) = (1/v2)(1, —i,0).

120bserve that E? is the momentum
conjugate to A; = —A®. Therefore the
sign in eq. (4.76) is in agreement with
eq. (4.1).
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Bn particular, it is the equation of mo-
tion obtained performing the variation
with respect to Ag; note that to choose
the gauge Ap = 0 means that we set
Ap = 0 in the solutions of the equa-
tions of motion, not directly in the ac-
tion, otherwise we lose this equation of
motion. The classical solutions are de-
fined by the fact that the action must
be stationary with respect to all fields,
including Ag. Observe also that the
equation of motion V-E = 0 contains
no time derivative. Therefore it is not
an equation that determines the evolu-
tion of an initial field configuration, but
rather a constraint on the possible ini-
tial field configurations.

The reader who wishes to skip the
explicit calculation can go directly to
eq. (4.88).

with all operators and therefore, even in the quantum theory of the
free electromagnetic field, it is a c-number, so it is consistent to impose
V-E = 0 as an operator equation. Classically, V-E = 0 is just a Maxwell
equation in the absence of sources.'?
We can now proceed with the standard construction of the Fock space.
We define the vacuum of the Fock space from
ap,|0) =0 (4.78)
for all p and A = 1, 2; the Fock space is then generated acting with the
creation operators aL, »- The quantum Hamiltonian is obtained normal
ordering the classical expression (3.158),

1 3 5 9 d3k
H=: [dv E+B:= Zwkakwm,

/\12

(4.79)

where wy, = |k|. The momentum is obtained from the normal ordering

of (3.159),
/d% ExB:= / @ kS

This shows that the state aL 110) describes a particle with energy wy,
momentum k and two polariz’ation states A = 1, 2. Since the dispersion
relation is wyx = |k, it has zero mass. To compute its spin we must first
compute the angular momentum operator of the electromagnetic field
using the Noether theorem, and then we can study its action on the
one-particle states.

Z kak Ak, N\ -

A=1,2

(4.80)

It is instructive to perform the computation explicitly. We consider a ro-
tation in the (jk) plane and we call J7* the associated conserved charge. The
angular momentum along the i axis J* is then given by J* = (1/2)e"* J7*.
From the Noether’s theorem J7* is given by the integral of the u = 0 compo-
nent of a current j#U%) | given by eq. (3.31)

3,06k _ [ 73 a0 g A4 _ Ry _ 406k
/dm /d [80 )( QA — FMY =V
4.81)

For a space-time rotation the coefficients a*U*®) (here we denote them by a
lower case letter in order not to create confusion with the gauge field) have

been found in eq. (3.48), a (pg) = 6hxs — 65z, so in particular a®U% =0 and
alUR) = §ligk s 27 The coefficients a'7*) measure the variation of the vector
z' under rotation, éz' = w]ka(jk). The coefficients F'%) similarly measure

the variation of the gauge field A* under a rotation, and since A’ is a spatial
vector its transformation law is the same as z?, so that F*U*) = § AF — 5% A7,
Therefore

Ji* = /d%; Bo A’ [f((s“ gty gl AT — (59 AF — 5““AJ‘)]

- / & [aoAi(xfa’“ — ") A" — (AF Do A7 —AJOOA’“)] . (4.82)



The first term in the bracket is clearly the contribution from the orbital angu-
lar momentum. More precisely, it is the matrix element of the orbital angular
momentum operator L% = i(x79* — £¥87) with the same scalar product used
in the Klein-Gordon case; compare with eq. (3.50) and the discussion below
it. We are now interested in the second term which, according to the discus-
sion after eq. (2.84), is the spin part S¥. Inserting the expansion (4.69) and
performing the normal ordering we get

S = /de C A9 AT — AT A

d*k
= / dz @)oo o) \/m g: (iwq) (4.83)
X {: [ei(k, )\')ak,xe_im + e (kA )aL/\,eim]
Lot s ea ] 63
The integration over x of the various terms gives (27)36® (k + q); then one

finds that the terms ~ aa and a'a’ cancel, while the terms obtained exchang-
ing (i < j) gives a factor of two, so

ij . d3 7 j * 7% j
§7 =i / o (€@ X)€" (@, V) = € (@, X)e (a, )] @l aq nr

A/A//
(4.84)
Now we apply this operator to the one-particle state aLA|O>. Using
agaraf |0) = [ag s af ,]10) = (2m)%6®) (k — q)r1[0) (4.85)
we find
Sal\l0)y =i > [a’(k, N (k,N) — e (k, N)é (k, A)] al \/[0). (4.86)

N=1,2

We choose k = (0,0, k) and we compute the spin along the z axis, i.e. S3 =
S12. As a basis for the polarization vectors we choose the linear polarizations,
e(k,1) =(1,0,0),e(k,2) = (0,1,0); in components €' (k, \) = 3 and

S%al A0) =i > (3x6% — 630 )al ,[0). (4.87)

N=1,2

The final result of this calculation is therefore

Sga;r(,1|0> = ia;r(,2|0>

S%af, ,|0) = —iaf ,10), (4.88)
with k = (0,0,%). We see that the linear polarizations are not eigen-

states of the helicity. The eigenstates are given by the circular polariza-
tions,

s3a;+|o> = +aL+|0>
Saf _|0) = —af, _|0) (4.89)

where 1
e+ = E(CLLJ = iaL,Q) : (4.90)
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1A note for the advanced reader. In
general, it is quite common in field the-
ory that, in the quantization procedure,
a symmetry of the classical Lagrangian
is not explicitly preserved in the inter-
mediate steps, and at the end of the
quantization procedure one must check
whether the symmetry is still present in
the quantum theory. It turns out that
it is not at all automatic that such a
symmetry is recovered. If this does not
happen, the symmetry is called anoma-
lous, and the theory is said to have an
anomaly. In QFT this can only happen
as a consequence of the divergences of
the interacting theory, that will be the
subject of the next chapter, and in a
free field theory, such as the free elec-
tromagnetic field that we are consider-
ing here, no anomaly can appear. For
this reason, the recovery of Lorentz in-
variance in the quantization of the free
electromagnetic field is guaranteed. It
is however interesting to observe that
in string theory there is no distinction
between a free Lagrangian and an in-
teraction term, i.e. the free propaga-
tion of the string fixes also the interac-
tion. It is possible to quantize the the-
ory in a way very similar to the quan-
tization in radiation gauge of the elec-
tromagnetic field, breaking the explicit
Lorentz covariance, and one finds that
at the end Lorentz invariance is recov-
ered only if the theory lives in 26 space-
time dimensions (for the bosonic string)
or in 10 space-time dimensions (for su-
perstrings). See Polchinski (1998), Sec-
tion 1.3, for a clear discussion.

The conclusion is that the states aLi|0> describe particles with momen-
tum k, energy wyp = |k|, mass zero, spin 1, and helicity £1. These
quanta are the photons. The fact that massless particles are helicity
eigenstates and that there is no state with J, = 0 is in agreement with
our general discussion of the representation of the Poincaré group in
Section 2.7.2.

Our quantization procedure did not maintain Lorentz covariance, since
we broke it from the beginning with our gauge choice. We must there-
fore now ask whether at the end Lorentz invariance is recovered. The
fact that we found a particle which fits within the representations of the
Poincaré group already indicates that the final result is compatible with
Poincaré (and therefore Lorentz) invariance. To make sure that indeed
the theory has Lorentz invariance what we actually have to do is to con-
struct all generators of the Poincaré group in terms of the creation and
annihilation operators. We already wrote explicitly the energy, momen-
tum and the spin part of the angular momentum in eqs. (4.79), (4.80)
and (4.84) and the reader can complete it computing the orbital part
of the angular momentum, and the boost generator. Using the commu-
tation relations of the creation and annihilation operators one can then
check that these generators indeed close the Lorentz algebra, and that
the one-particle states, under the transformations generated by these
generators, transform as expected for a spin-1 massless particle. This
proves the covariance of the quantization in the radiation gauge.'*

Finally, we can define on the photon states the operations of parity
and charge conjugation. Concerning parity, we have understood that
the physical photon states are described by a vector field A (¢, x ), subject
to the condition V-A = 0. The gauge field A is a true vector, as follows
for instance from the fact that the electric field is a true vector and the
magnetic field is a pseudovector, so under parity it transforms as

Alt,x) — —A(t,—x). (4.91)

Expanding each of the three components A (¢,x ) in spherical harmonics,
under parity the terms with orbital angular momentum L get the usual
factor (—1)% from the transformation of the spherical harmonic Y7 s
under x — —x, plus an overall minus sign from the fact that A is a
vector. In terms of photon states, this means that

P"y;k,s> = _|’Y7 —k,S) ) (492)

where k ;s are the momentum and spin of the photon . Therefore the
intrinsic parity of a physical photon state is —1.

We saw in eq. (4.63) that the fermionic current changes sign under
charge conjugation. Therefore, if we define C' on the gauge field as

CAMC = —A" (4.93)

then charge conjugation is a symmetry of the QED Lagrangian. On the
creation and annihilation operators of the photon, the above equation
means that

Capy,\C = *Cpr)\ . (494)



By definition, we take C|0) = +|0). Then, since C? = 1, we have

Cap |0) = (Cap 2C) C|0) = —ap2]0) . (4.95)

Therefore the photon has charge conjugation —1.

4.3.2 Covariant quantization

In this section we take a different route for the quantization of the elec-
tromagnetic field. We do not want to spoil the covariance, so we do not
impose the radiation gauge and we accept working with the redundant
field A,. However, if we try to perform straightforwardly a covariant
quantization of the Maxwell Lagrangian,

1 v
E - *ZFI_“,FH B

(4.96)
we fail immediately. In fact, in a naive covariant quantization, we would
first of all define the conjugate momenta as

oL

I (x) = 78(8014@ ,

(4.97)

Consider first the spatial components. The momentum conjugate to A°

is II; = —II*, with II* = E°. Equation (4.1) would therefore suggest

imposing the equal time commutation relations!'®
[A¥(t, %), 1T (t,y)] = —i6Y6®) (x —y) (4.98)

(the minus sign is due to the fact that the momentum conjugate to A°
is II;, and II; = —II%), while

[A(t,%), A7 (t,y)] = 0. (4.99)

These commutation relations have the covariant generalization
[A*(t,x), A (t,y)] =0, (4.100)
[A%(t, %), I (t,y)] = i 6% (x —y). (4.101)

The metric 7, is forced upon us from the condition of Lorentz covari-
ance, since the left-hand side is a tensor. In a covariant quantization,
one would therefore use egs. (4.97), (4.100) and (4.101) as the starting
point. However, egs. (4.97) and (4.101) are incompatible, because in the
Maxwell Lagrangian there is no dependence on dyAg and therefore IT°
vanishes identically, and cannot have a non-trivial commutator with A°.

To tackle this problem we proceed as follows. We start from a modified
Lagrangian,

1
L= ——F, F" — Z(9,A")?.

1

4 2

This Lagrangian at first sight seems to describe a very different theory
compared to the Maxwell Lagrangian (4.96). Indeed, the Lagrangian

(4.102)
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15 Observe that in the quantization in
radiation gauge of the previous sec-
tion the commutator [A*(¢,x), T (¢, y)]
was rather given in terms of a trans-
verse Dirac delta, see eq. (4.76). This
was a consequence of our gauge fix-
ing, which eliminated from the begin-
ning the longitudinal polarization vec-
tor, i.e. the vector €’(k,3) which, in
the frame where k = (0,0, k), has the
form €‘(k,3) = (0,0,1). Because of
this, the sum over the polarization gave
the transverse tensor % — k'k7 /k2, see
eq. (4.75). The difference with the
covariant quantization is that now we
are not fixing the gauge, and we keep
for the moment all polarization vectors.
Therefore, the sum over the spatial po-
larization vectors now gives 8% rather
than 6% — kikJ /Kk2.
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(4.102) is not even gauge invariant. For the moment we postpone the
question of what the Lagrangian (4.102) has to do with (4.96), and we
proceed to its quantization. The conjugate momenta can now be defined
straightforwardly

oL’
I (z) = ———— 4.103
(z) o) (4.103)
so that II' = —F% = E° as in the usual Maxwell Lagrangian (4.96),
while II° = —9,, A" is non-vanishing. It therefore makes perfectly sense

to impose the canonical commutation relations (4.101).
The equation of motion derived from eq. (4.102) is simply OA, = 0.
The operators A, can therefore be expanded as

&p - —ipz | _x t _ipe
100 = [ G 3 [entp N + o N
(4.104)

and the equation of motion OA, = 0 translates into p? = 0. The
important difference compared to the canonical quantization discussed
in the previous section is that now there is no constraint on €¢”; in the
canonical quantization the conditions €” = 0 and p,e" = 0 came from the
gauge choice, while here we start from a Lagrangian which is not even
gauge invariant, and no constraint has been imposed on A,. Therefore
we have four independent solutions for e*(p, A), labeled by A =0,1,2, 3.
In the frame where p* = (p, 0,0, p) we will choose as a basis

¢*(p,0) = (1,0,0,0), ¢*(p,1)=(0,1,0,0),
e*(p,2) = (0,0,1,0), €“(p,3) =(0,0,0,1), (4.105)

or, more compactly, e*(p,\) = 65. In a generic frame the form of
e*(p, ) is found performing the appropriate Lorentz transformation.
The two vectors €/(p,1) and e*(p,2) satisfy e,p" = 0, i.e. they are
transverse. Instead e#(p,0) and €*(p, 3) have e,p" # 0.

From the expansion (4.104) and the canonical commutation relations
(4.101) it follows that

[ap,rs al ] = =(2m)%6) (p — @) (4.106)
with A\, N = 0,1,2,3, and [apa,aqxn] = [al ,,al ] = 0. The crucial
new point here is that the commutator (4.106) with A = X = 0 has
the “wrong” sign, because 199 = +1. The consequence of this sign

apparently is a disaster. Consider the states
p. ) = (2wp)/2al ,|0) (4.107)

and try to interpret them as one-particle states. The norm of these
states is

(P AP, A) = (2up) (Olap.ra, ,[0) = (2up) (0] apr. al, ,]]0) = el
4.108



(where, in a finite volume, (27)36®)(0) = V, see eq. (4.7)). Therefore,
the state created by the oscillator with A = 0 has a negative norm! Since
the scalar products in quantum mechanics are interpreted as probabil-
ities, a Fock space with a scalar product which is not positive definite
has no probabilistic interpretation.

On the other hand, we must observe that the states that create the
problem have no counterpart in the canonical quantization of the elec-
tromagnetic field discussed in the previous section; we have seen in fact
that the physical states are only those associated with transverse polar-
ization vectors. The states created by aL,O and by aL?, (in the frame
where p is along the third axis) are unphysical.

We must now recall that the theory that we have quantized so far is not
electrodynamics, because of the extra term (8#A“)2 in the Lagrangian.
The basic idea of the covariant quantization of the electromagnetic field,
or Gupta—Bleuler quantization, is to start from the apparently different
theory (4.102) and to recover a quantum theory of the electromagnetic
field imposing a restriction on the Fock space: we define the subspace of
physical states requiring that for any two physical states |phys), |phys’)

(phys'|9,, A" |phys) = 0. (4.109)

In other words, 9,A" = 0, rather than being imposed at the level of
the Lagrangian (4.102), is recovered as an operator equation on phys-
ical states, and we expect that the quantization of the theory (4.102),
supplemented with the condition (4.109), is equivalent to the canon-
ical quantization studied in the previous section. We must therefore
study whether imposing the condition (4.109) is sufficient to eliminate
the states with negative norm from the physical space and whether the
final result is a Fock space of transverse photons, as we expect from the
previous section.

We first observe that the operator J,A" can be separated into its
positive and negative frequency parts,

0, A* = (0,AM)T + (9, A")~ (4.110)
where (9,A*)* contains only the positive frequency part, i.e. the anni-
hilation operators, and (09, A*)~ contains the creation operators,

d3p 3
(0, AT = —i/?’i D€
(2m)3\/2wp =
I >
(8MA“)_ = Z/ i

A N2 ygns
(2m)3\/2wp {5

Since (9, A*)~ = (9,A4")*T, eq. (4.109) is satisfied if we define the phys-
ical states from the condition

*(p, )\)ap,,\efim (4.111)

" (p, )\)a;_[)’)\e””J . (4112)

(9, A*)* phys) = 0, (4.113)
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since then automatically (phys|(0,A4*)~ = 0 for any physical state.
Equation (4.113) will be taken as the definition of the physical sub-
space. Since it has the form of a linear operator applied to a state, it
preserves the linear structure of the physical Hilbert space: if |phys;)
and |phys,) are physical states, then a|phys,) + S|phys,) is a physical
state.

Let us examine what this condition means for one-particle states. We
consider a state [¢)) =, cAaL/\|O>, i.e. the most general superposition
of polarization states with a given momentum k, and we choose k along
the third axis, k* = (k, 0,0, k). On this state the physical state condition
(4.113) becomes ¢y + c3 = 0. We see that the two transverse photons
aL 110) and aL 5|0), and any linear combination of them, are physical
states. This is good news, since we know from the previous section
that these are the true degrees of freedom of the photon. Consider
now the subspace generated by aLO|0> and aL73|0>. We see that neither
aLO|0> nor aL73|O> are physical states. This is also good news, since the
state aLO|O> is just the negative norm state, and aL3|O>, even if it has
a positive norm, does not correspond to a physical polarization state.
However the combination

|6) = (af o — a] 5)|0) (4.114)

has ¢y = +1, c3 = —1 and satisfies the physical state condition cg + c3 =
0. Therefore the most general one-particle state of the physical subspace,
with momentum k. is of the form

[vr) + cl9) (4.115)

where |¢r) is an arbitrary linear combination of the transverse states
aL1|O> and (1;r{2|0>7 |¢) is given by eq. (4.114) and ¢ is an arbitrary
constant. The ’question now is: what shall we do with |¢), which has no
counterpart in the canonical quantization?

First of all, observe that |¢) has zero norm,

(6l6) = (0l(a.0 — aw3)(af o — af 5)0) = (Olax0af o + ax3af 5/0)
= (0][ax,0, af o] + lax.s, af 5]/0) = 0, (4.116)

because the commutator [ako, aL,o] has the opposite sign of [ax 3, a;r{,?’].
This means that |¢) is orthogonal to all physical states, since it is trivially
orthogonal to all states of the form |¢7), and is also orthogonal to itself.
Therefore all scalar products of |¢)r) +¢|$) with any other physical state
are the same as the scalar product of |i)r).

Let us next look at the contribution of |¢) to the energy and mo-
mentum. The energy and momentum in the covariant quantization are
found as usual from the Noether theorem and are

-

d3k
(2m)3 “k [*CLLoak,O+ Z aLAak,A} ) (4.117)
A=1,2,3



d3k
P/(27‘[‘)3k {*a;r(,oak,oJr Z aL,Aaky)\} , (4.118)
A=1,2,3

and the minus sign in front of aLoakﬁ is simply a consequence of Lorentz
covariance; the terms in brackets can in fact be written as —n’\/\/aL)\ak,,\/.
Computing the matrix element of the energy and momentum operators
between physical states, the contribution from the term faf{,oak,o can-
cels that from the term aLgak,g. In fact, the condition ¢y + ¢3 = 0 can
be rewritten as

(a0 — ax3)|) = 0. (4.119)

Then

phys) = (phys'|(—af o +al, 5)ax 3|phys) =0,
(4.120)
where the first equality follows from eq. (4.119) and the second from its
hermitian conjugate. This means that the contribution to the energy
and to the momentum comes only from the transverse oscillators, and
therefore, for one-particle states, it is determined completely by the
transverse part |¢r) in eq. (4.115), and is independent of ¢|¢).

In conclusion, the states |¢r) + ¢|¢) and |pr) have the same energy,
momentum (and angular momentum, as can be checked similarly), and
they have the same scalar product with all physical states. Therefore
they are physically indistinguishable. We therefore introduce an equiv-
alence relation, saying that |¢7) is equivalent to |¢/.),

[¢r) ~ ) (4.121)

(phys'| - aﬂ,oak,o +aﬂ,3ak73

if for some constant ¢

[p) = [r) + clg) - (4.122)

We then identify the photons as the equivalence classes with respect to
this relation. As a representative of the equivalence class we can conve-
niently take the purely transverse state |¢pr). In any case, no physical
result depends on this choice. The photon is described by two transverse
degrees of freedom, and the energy, momentum (and angular momen-
tum) coincide with those found performing the quantization in the ra-
diation gauge. The generic multiparticle state is obtained tensoring this
physical one-particle state. As long as we quantize the free theory, this
gives a consistent quantization scheme. In an interacting theory, one
must however be careful to check that the interaction between physical
states does not produce unphysical states.

Summary of chapter

e The basic principle of the canonical quantization of a free scalar
field is to promote the field ¢ and its conjugate momentum to op-
erators, and to impose the equal time commutation relation (4.1).
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Expanding the field in plane waves, the coefficients ap of the ex-
pansion become operators, and their complex conjugates ag be-
come the hermitian conjugate operators af . The commutation

relation between ap and ai, is given by eq. E)4.3) and shows that a
free scalar field theory is equivalent to a collection of harmonic os-
cillators, one for each degree of freedom, labeled by the momentum
p-

e The Fock space is constructed in eqs. (4.8) and (4.9). It describes a
multiparticle space. The operator ap , acting on a state of the Fock
space, destroys a particle with momentum p, while aL creates it.
This is a crucial aspect of quantum field theory. The transition
amplitudes between different states of the Fock space (that we
will learn to compute in the following chapters) describe processes
in which the number and the type of particle changes, something
which is impossible to describe using only first-quantized wave
equations.

e The Hamiltonian and momentum operators are obtained from
the classical expressions, performing the normal ordering. Equa-
tions (4.16) and (4.20) show that the state af,]0) is a one-particle
state with momentum p and energy Ep, = /p? + m?2.

e The quantization of complex fields gives rise to two different kinds
of quanta, i.e. each particle has its antiparticle, which has the
same mass but opposite U(1) charge.

e Spinor fields are quantized imposing anticommutation relations,
eq. (4.31), and obey Fermi-Dirac statistics.

e The quantization of the electromagnetic field has a complication
due to gauge invariance. One can choose between: (i) a description
in which only the physical degrees of freedom appear, at the price
of dealing in the intermediate steps with equations which are not
explicitly Lorentz covariant (Section 4.3.1), and (ii) a description
where Lorentz covariance is explicit, but in the intermediate steps
we must deal with spurious degrees of freedom (Section 4.3.2). In
any case, one ends up with a fully Lorentz and Poincaré invariant
theory, describing a massless particle with spin 1 and two helicity
states, the photon.

Exercises

(4.1) Positronium is a hydrogen-like bound state of an positronium is an eigenstate of the charge conju-
electron and positron. gation operator, C|pos) = C|pos). Show that, on a
(i) Show that the parity of a positronium state with positron.ium state .With angylar momentgrr; L and
orbital angular momentum L is P = (—1)X+?. total spin S, the eigenvalue is C = (—1)**7.
(ii) The charge conjugation operator C exchanges (iii) In QED parity and charge conjugation are con-

the electron with the positron, and therefore served, and therefore the positronium states have



(4.5)

well-defined values of C' and P. From the results
obtained above it follows that positronium states
also have L,S defined. The state with S = 0 is
called para-positronium while S = 1 is called ortho-
positronium.

Show that the ground state of para-positronium
can decay into two photons while the ground state
of ortho-positronium cannot decay into two pho-
tons but can decay into three photons. We will
compute explicitly the decay rate for the annihila-
tion in two photons in Exercise 7.2.

Show that the quantity Epd® (p — k) is Lorentz
invariant and therefore the one-particle states have
a Lorentz-invariant normalization.

Show that under charge conjugation W~v*¥ changes
sign, where ¥ is the quantized field operator.

Consider the Proca Lagrangian

1 L1
L=—FuF" + ngAHA” : (4.123)
with m # 0.

(i) Verify that this theory is not gauge invariant and
show that the equations of motion derived from this
Lagrangian are

@+mHA* =0, 9,A*=0. (4.124)
(ii) Perform the canonical quantization and verify

that the theory describes a massive spin-1 particle.

(i) Let H be the second quantized Hamiltonian of a
free real scalar field, see eq. (4.16), and 3 a number.
Prove the identity

e ol = aLe_B(H+Ep) . (4.125)
(ii) According to the rules of quantum mechanics,
in a mixed state described by a density matrix p
the expectation value of any operator O is given by
Tr (pO), when p is normalized by Tr p = 1. On a
thermal state with temperature T'= 1/8 the den-
sity matrix is p = e_ﬁH/Tr e PH and therefore the
thermal expectation values are defined as

Tr Qe PH

(O)s = Ty FE (4.126)

where the trace is over the Fock space. Using the
result obtained in (i), show that

(2m)%5®) (p — q)

T _
(apaq)s = ] (4.127)
and therefore, in a finite volume V,
\%
T —
(apap)g = m . (4128)

(4.6)
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This shows that aL / \/V create quanta that obey
the Bose—Einstein distribution.

(iii) Repeat the exercise for anticommuting opera-
tors and verify that one obtains Fermi-Dirac statis-
tics.

(i) Consider a gas of N electrons in a box of volume
V. Show that, in the ground state, the electrons fill
all states with a momentum p such that |p| < pr,
with pr given by

N _ i

vV = 352 (4.129)
The state with all levels filled up to pr is called
the Fermi vacuum and pr is called the Fermi mo-
mentum. We denote the Fermi vacuum by |0) to
distinguish it from the Fock vacuum |0), where all
levels are empty. The Fermi vacuum is the vac-
uum state of the system subject to the constraint
of a fixed number of particle, N, while the Fock
vacuum is the vacuum state of the system with no
constraint on the particle number.

(ii) Let ap,s, a}, . be the usual annihilation and cre-
ation operators of the electron, introduced in Sec-
tion 4.2.1. By definition ap,s|0) = 0 for all p. Ver-
ify that it is not true that ap s|0)r = 0 for all p. As
a consequence, a;r,’ s is not the appropriate operator
to describe the excitation above |0) p. Define

Ap.s =0(Ip| = pr)ap,s +0(pr — |pal, _,
Al o =0(p| —pr)ab.. +0(pr — P a—p, s,
(4.130)

where 6 is the step function. Verify that
Ap s|0)p = 0 for all p and that Ap , and AJ , still
satisfy canonical anticommutation relations. Give
a physical interpretation of the action of A(T] -~ on
|0) .

(iii) Equation (4.130) is a special case of a Bogoli-
ubov transformation, which can be defined both on
bosonic and on fermionic operators, as

Apvs
Ap

= apap,s — Pp a.‘;p ,—s
(4.131)

% *
s — ap a/p,s - Bp G—p,—s;

with ap, Bp complex coefficients (for the spin zero
case just omit the spin index s). Show that, in the
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bosonic case, the condition that Ay s and AI, s sat-
isfy the canonical commutation relations requires
that

|04p|2_‘5p|2:1»

apfp —a-pPp =0, (4.132)
while for fermions

|C“p|2+|ﬁp|2 =1,
apfB-p +a—pPBp =0. (4.133)

(iv) Considering for notational simplicity the spin
zero case, let |0, a) be the vacuum state annihilated
by the operators ap and |0, A) be the vacuum state
annihilated by the operators Ap. Correspondingly
we have two different type of particles, the “a’-
particles obtained acting with af, on |0, a) and the
“A”-particles obtained acting with Al on [0, A).
The respective particle number operators (setting

for simplicity the spatial volume V' = 1) are AI, Ap
and af, ap . Let |np) be an eigenstate of the opera-
tor aL ap with eigenvalue np and define

Np = (np |A}, Ap|np ) . (4.134)

Show that

1
Np =np +2|6p|? (np + 5) : (4.135)
In particular, on the vacuum of the “a’-particles,
Np = |Bp|*>. This means that, in terms of “A”-
particles, the vacuum of the “a”-particles is a mul-
tiparticle state.

Bogoliubov transformations of this type are used in
condensed matter physics, in the context of supe-
fluidity or superconductivity, and also in cosmol-
ogy, to compute particle production by gravita-
tional fields.



Perturbation theory and
Feynman diagrams

In Chapter 4 we studied the quantization of free fields. We now introduce
the interaction. In the canonical quantization, perturbation theory is
developed more easily using the Hamiltonian formalism (the Lagrangian
formalism is instead more useful in the path integral quantization that
will be discussed in Chapter 9). We therefore consider a general field
theory with a Hamiltonian

H = Hy+ Hiy (5.1)

where Hj is the free Hamiltonian and H;y; is the interaction term. The
interaction term will be considered small. For instance in QED

Hint - /d?’xHint - _/d3$£i11t (52>

with
Lint = —eAH\i/’y“\Il (5.3)

as discussed in Section 3.5.4. (Note that the identity Hint = —Lint holds
only when the interaction Lagrangian does not contain derivatives of the
fields.) The smallness of the interaction follows from the fact that the
parameter which turns out to be relevant for the perturbative expansion
is a = (e?/4m) ~ 1/137.

A useful toy model for learning the basic techniques is a quartic self-
interaction of a scalar field. In this case Hg corresponds to the free
Klein—Gordon theory, and

A

Hint = E

o', (5-4)
with A a dimensionless coupling constant. Perturbation theory will be
meaningful in the weak coupling regime, A\ < 1.

5.1 The S-matrix

In the Schrédinger picture we consider a state |a)(¢) which, at an initial
time Tj;, is an eigenstate of a set of commuting operators, with eigen-
values labeled collectively by a. Typically, a will be the set of momenta
and spins of the incoming particles. Let us denote |a)(7T;) simply by
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|a). Similarly, we consider a state |b)(¢) that, at a final time T, is an
eigenstate with eigenvalues b, and we denote |b)(Ty) simply as |b).

The state |a)(t) evolves as |a)(t) = e~ (=T |q) and therefore at the
final time 77 it has evolved into e~*#(Ts=7)|q). The amplitude for the
process in which the initial state |a) evolves into the final state |b) is
therefore given by

<b‘67iH(Tf 7T1)

ay. (5.5)

In the limit Ty — T; — oo the evolution operator e (T =T3)  with H
the second quantized Hamiltonian of field theory, is called the S-matrix.
Therefore S is an operator that maps an initial state to a final state,

|a) — Sla), (5.6)

and the scattering amplitudes are given by its matrix elements, (b|S]|a).
Observe that S is a unitary operator, SST = STS = 1. In fact, if |a)
is an initial state, normalized as (a|la) = 1, and |n) is a complete set
of states, the probability that |a) evolves into |n), summed over all |n),

must be 1,
> lnlSla)> =1. (5.7)
On the other hand we can write
> l(nlSla)> = (alST|n)(n|S|a) = (a|STS|a), (5.8)

since |n) is a complete set and therefore ), |n)(n| = 1. This means that
(a|STS|a) = 1 for |a) arbitrary, and we conclude that STS = SST = 1.
We see that the unitarity of the S-matrix expresses the conservation of
probability. It is also convenient to define the T" matrix, separating the
identity operator,

S=1+4+4T. (5.9)

In terms of T the condition SST = 1 becomes
—i(T—=TH =TT". (5.10)

Denoting the matrix element (b|T'|a) by Tya, and inserting a complete
set of states, the above equation reads

7i(Tba - ;b) = ZTbnT;n’ (511)

and in particular, if a = b,

2ImT,, = Z |Ton|? . (5.12)

Therefore unitarity relates the imaginary part of the diagonal matrix
element T,, to the squared modulus of |Tan|2, summed over all possible
intermediate states.

In quantum field theory the Heisenberg representation is often more
useful than the Schrédinger representation. The reason is that in QFT



the operators are just the fields, so in the Heisenberg representation
the quantum fields depend both on x and ¢ while in the Schrodinger
representation they depend only on x. The Heisenberg representation
is therefore more natural from the point of view of Lorentz covariance.

Given a state |a)(t) in the Schrodinger representation, in the Heisen-
berg picture we define the state |a)y as |a)y = e*¢|a)(t). If A is an op-
erator in the Schrodinger representation, the corresponding Heisenberg
operator Ay is defined as Ay (t) = et Ae=Ht. Since |a)(t) evolves with
et and A is time-independent, by definition in the Heisenberg pic-
ture the states |a)p are independent of ¢ while the operators Ay evolve
with time. Writing |a)y = e't|a)(t) at time ¢t = T} and recalling that
we denoted |a)(T;) simply as |a), we can write

|a7 T2>H _ 6iHTi

a). (5.13)

Note that, even if it is time-independent, the Heisenberg state |a)y car-
ries a label T; which was implicit in the definition of |a), and therefore
we have denoted it as |a,T;). This label tells us of what Heisenberg
operator the state |a, T;)i is an eigenvector. For instance, suppose that
in the Schrodinger representation the state |zg), at t = tg, is an eigen-
vector of the position operator &, and let &y (t) = eHtie=iHt  Then the
state 2o, to)n = e't|z0)(t) is an eigenvector of the Heisenberg position
operator &y (to) but it is not an eigenvector of the operator &y (t1) with
t # to.

Similarly to eq. (5.13) (and omitting hereafter the subscript “H” on
states in the Heisenberg representation), we have

b, T¢) = 71 |b) (5.14)

and in terms of the states in the Heisenberg picture the matrix element
(5.5) is written as

(blSla) = (b, Tyla, T3) . (5.15)

5.2 The LSZ reduction formula

Consider a generic S-matrix element written in the Heisenberg picture,

<P17P27~-~7Pn§Tf|k17k27-~-7km§Ti>- (516)

It is understood that at the end of the computation Ty — 400 and
T; — —oo. For notational simplicity we consider a single species of
neutral scalar particle, so the states are labeled just by their momenta,
but all our considerations can be generalized to particles with spin. Our
first step will be to relate this matrix element to the expectation value
of some operator on the vacuum state.

We begin by observing that the expansion of a free real scalar field in
terms of creation and annihilation operators, eq. (4.2), can be inverted

5.2  The LSZ reduction formula 111
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' The most important example where
the interaction does not decrease at
large distances is the interaction of
quarks in QCD. As a consequence,
quarks are not seen as free particles
(they are “confined” inside hadrons),
and the free particles seen at t — doo
are rather the hadrons. We will discuss
in Problem 8.2 how to proceed in these
cases.

2Using a technique known as Kaéllen—
Lehmann representation (see Weinberg
(1995), Section 10.7) one can show that
eq. (5.19) cannot hold as an opera-
tor equation, since otherwise one would
find that Z = 1 and that ¢ is a free field;
see, e.g., Itzykson and Zuber (1980),
Section 5.1.2.

to give

(2B ) ax :i/d% %% Dobtres | (5.17)

(2Ey )"/ %a = fi/d% e R Qo Ptece (5.18)
as one easily verifies substituting eq. (4.2) in the above equations and
performing the integration over d*z. Note that in egs. (5.17) and (5.18)
the integrands are time-dependent but the integrals are independent of
t. We have denoted the field by ¢gee to stress that egs. (5.17) and (5.18)
hold only if the field is free. When the field is not free, it cannot be
expanded in terms of creation and annihilation operators as in eq. (4.2),
and egs. (5.17) and (5.18) do not hold.

However, as t — —oo we intuitively expect that the theory reduces to
a free theory, since all incoming particles are infinitely far apart and, if
the interaction decreases sufficiently fast with the distance, there will be
no difference between a free and an interacting theory.! These intuitive
considerations are formalized by the hypothesis that, as t — —oo,

¢(x) = Z'2in (), (5.19)

where ¢in () is a free field and Z is a e-number, known as wave function
renormalization. We will discuss later the physical meaning of Z, and
how to compute it. Similarly we assume that, as ¢t — +o0,

¢(x) = Z' g (), (5.20)

with ¢out again a free field, and the same constant Z. The limits in
egs. (5.19) and (5.20) must be understood in the weak sense, i.e. they
are assumed to hold not as operator equations, but only when we take
matrix elements.?

We now consider eq. (5.18) with ¢, playing the role of the free
field ¢pee. As we observed above, the integrand in eq. (5.18) is time-
dependent, but the result of the integration is independent of t. We can
therefore perform it at t — —oo, and use eq. (5.19) to write

(2B ) 2al™ = —i /

t——o0

3. . —ikz o
d 15,
ze o Pin

=—iZ Y% lim 3z e " 9y,

t——o0

(5.21)

where the superscript “in” means that the operator aL acts on the space

of initial states at T; = —oo. Similarly, we define creation operators
acting on the final states as

(2B ) ?al " = —i /
t——+oo

= —iZ"Y? lim

t——+o0

. >
d3$ e_lkl 6Ogbout

Bre ™ Hp.  (5.22)



Observe that in eqs. (5.21) and (5.22) the final integral depends on time,
since it is performed with ¢ rather than with a free field; aL’(m) is defined

taking the limit ¢ — —oo of this integral while aL’(Out) is defined taking

the limit ¢ — +o0, and the relation between in and out creation oper-
ators is non-trivial. Recalling our normalization (4.10) for one-particle
states, we see that we can eliminate the particle with momentum k;
from the initial state writing

(P1,P2s-- - Pns Trlka ko, .. ks T3)
= (2Bx) 2 (p1, P2, -, P Tylay "™ ko, . s T0) (5.23)

= —iZ7 Y% lim A3z e‘iklw(pl, P2,...,Pn; Tf| Oodlke, ... . km;T5) .

t——o0

The idea is to iterate the process removing all particles from the initial
and final states. We perform the computation in detail.

First of all, eq. (5.23) can be written in an explicitly covariant form. We
use the fact that, for any integrable function f(¢,x), we have the identity

( lim — lim )/d%f(t,x):/_o; dt%/d%f(t,x). (5.24)

t——+oo t— —o0

Applying this identity to the function f(t,x) = —iZ */2e"tk® 5{@ and using
egs. (5.21) and (5.22) we find

2Bx)? (0™ — al ) =iz 7/ / d*a do(e™™ 3o ¢). (5.25)
The integral in this equation can be written in a covariant form observing that
/d4a: ao(e—ik:c 50 é) = /d4w ao(e—ik:t80¢ _ ¢806—ik:c)
= [t o - ooke )
= /d4w [e_ikmaggb —¢(V? —m?) e_““} , (5.26)

where in the last line we used the fact that k2 = m?2, since k* is the four-
momentum of an initial or final particle with mass m, and therefore e~ *** =
(V2 — m?)e”*® . It is understood that our initial and final particle states,
which we have written simply as states with definite momentum, i.e. plane
waves, will be convoluted to form wave packets, so at each given time they
are localized in space. This means that we can integrate V? twice by parts
(while 9y cannot be integrated by parts, since ¢ is not localized in time), and
we find

(2B )2 (ol — ")) = jz71/2 / dze ™ (O +m*)px).  (5.27)
Therefore
(2Bi,)*(p1, P2, - P Tylal ™ — ol |ka, . ks T3) (5.28)

= iZ_l/Q/d4x e_iklx(lﬂ + mQ)(pl,pg7 ey P Tl (@) Ky - o s K T

5.2 The LSZ reduction formula 113

The reader uninterested in the deriva-
tion can just take note of the def-
inition of time-ordered product in
eq. (5.32) and then can jump directly
to eq. (5.40).
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31n the language of Feynman diagrams
that we will explain below, this means
that we can restrict to connected dia-
grams.

The operator aL’l(Out) acts on the state to its left, destroying an out particle with

momentum k;. We assume that none of the initial momenta p; coincides with
a final momentum k;. This eliminates processes in which one of the particles
behaves as a “spectator” and does not interact with the other particles.®> Then
aL’l(om) acting on the state on its left gives zero, because the particle that it
would annihilate is absent, and the left-hand side of eq. (5.28) coincides with
the expression that appears in eq. (5.23).

The conclusion is that we can remove the particle with momentum k; from
the initial state, at the price of inserting the operator

iz 2 /d4w e MO+ m?)p(z) (5.29)
in the matrix element, i.e.

P17P27---,Pn,Tf|k1,k2,--- km7T2> (530)
—ZZ_I/Q/d lklx (O4+m )(pl,pz,...,pn;Tf|¢(x)|kg,...,km;Ti).

Now we would like to iterate the procedure, eliminating all initial and final par-
ticles and remaining with the vacuum expectation value of some combination
of fields. For instance, we next eliminate the final particle with momentum
pi1. Following the same strategy adopted before, we write

(P1, P2, .-, Pn; Trld(x) ke, ..., km; T3)
= (2Ep,) (P2, ..., Pn; Trlag,V é(@) ko, ... ko Th) . (5.31)

‘We now define the time-ordered product, or simply the T-product, of two fields
as follows,

(oo ={ S0 N (5.2
T{o(y)p(x)} = 0(y° — 2°)p(y)d(x) + 0(z° — y°)B(x)(y) , (5.33)

where 0(x°) is the step function: 8(2°) = 1 if 2° > 0 and 0(z°) = 0 if 2° < 0.
Taking the hermitian conjugate of eq. (5.21) we see that a( ) is constructed
in terms of ¢(y) with y° — —oo, and therefore

T{aliVp(2)} = p(z)aly . (5.34)

Similarly, ag)luc) is constructed in terms of ¢(y) with y° — 400 and

T{ag™o(x)} = ap)" (). (5.35)
We can use this to write the right-hand side of eq. (5.31) as
(2Bp,)" (P2, i Ty T{(a" = ap) (@) Hiez, - koms o) (5:36)

In fact, the first term in the T-product is the same as the original expression in
eq. (5.31), while the second gives zero since we have seen that T{a(m) o(x)} =
d(z)al™ and then al™ annihilates the state on its right (recall that we are
assuming that the final momenta p; are different from any of the initial mo-
menta k;).



The advantage of the form (5.36) is that the combination a{"™ — al™ is
given in terms of a covariant expression involving the ¢ field, which is just the
hermitian conjugate of eq. (5.27),

(2Ep,) /20 — aliM) = j771/2 / Ay e V@, + m)ly) . (5.37)
Therefore
(P1,P2,- -, Pn; Trlop(x) k2, - . ., ks T3) (5.38)

=iz [y @, ) o TGO s, i T,

where O, = 62“ 3o A Putting together egs. (5.30) and (5.38) we find the

result of ehmlnatmg the particles with momenta k; and p1,
<p17p27 e ap’ﬂ’ Tf|k17k2a st 7km7T’L>
_ (iZil/Q)Q/délw e—iklz(mx + m2) /d4y e+ip1y(|]y + m2)
y Pnj Tf|T{¢(y)¢(iU)}‘k2, e 7k'm; Tl) .

(5.39)

X<p2,...

The procedure can now be iterated in a straightforward way, and the
result is
km; Tz>

<p17"'7pn;Tf|k17"

=(Z" 1/2 "+m/Hd4xl Hd4y] exp(i ijy] szk x;)
@y, +m*) O[T {p(z1). . (yn)}\o%

where the T-product T{¢(z1)...d(yn)} by definition orders the n +
m fields ¢(x1),. .., d(ym) according to decreasing times, so that larger
times are leftmost. The vacuum at t = +oo is the perturbative vacuum,
i.e. the vacuum used in the construction of the Fock space of the free
theory.®

As we explained in Section 5.1, (p1...Pn; Trlki ... kn;T;) is the ma-
trix element in the Heisenberg representation. In the Schrodinger rep-
resentation we write instead

x(Og, +m?) ... (5.40)

<p pn|S|k1 7rL> .

We have also defined the operator T from S = 1+4T. Since in eq. (5.40)
we restricted to the situation in which no initial and final momenta co-
incide, the matrix element of the identity operator between these states
vanishes, and we have actually computed the matrix element of iT', i.e.
of the non-trivial part of the evolution operator,

(5.41)

<p1 e p,LIiT|k1 e km>

= (127 1/2ntm / Hd4xi H d*y; exp(i ijy] —i Z kix;)
i=1 j=1 =1 i—1
-&(yn)}0) .

x(Ogy +m?) ... (Oy, +m*){0|T{¢(x1).. (5.42)
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1A very technical remark: writing
eq. (5.38) we have extracted O, from
the T-product; strictly speaking this
is not correct, because 9/9y° does
not commute with the theta function
that enters in the definition of the T-
product, since 9.0(x) = 0(x). How-
ever, a simple calculation shows that
the additional term is proportional to
5(z° — 4)[B0d(y), &(x)] ~ 6D (z — ),
and the inclusion of this Dirac delta
(and of its derivatives, coming from act-
ing on it with the O, operators present
in the LSZ formula) modifies the final
result for the LSZ formula, eq. (5.46),
by the addition of terms which are poly-
nomial in the four-momenta. Since
however both the left-hand side and the
right-hand side of eq. (5.46) are pole-
like in the four-momenta, i.e. propor-
tional to factors 1/(p%2 — m?), the ad-
dition of a regular term is irrelevant
when we go on mass shell, i.e. when we
set p2 = m?2; see the discussion below
eq. (5.46).

50Observe that initial one-particle
states are defined from k) =
(2B )/2ay 1(M]0) and final states
from [k) = (2B)Y2ay T (u0)]0),
with the same state |0) in both cases,
including its phase.
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We now define the N-point Green’s function

Gar,....an) = (T {p(x1) ... (en)}0). (5.43)

In terms of its Fourier transform G, we have

N A s -
G(z1,...,zN) = /}:[1 (%;4 e Xim Tk Gk, L k). (5.44)
Using
(Og, + m*)G(z1,...,2N)

Sdk s o s s
B ‘/HW% —m?)e 2= TR Gk, k), (5.45)
i=1

eq. (5.42) can be rewritten as

m

n
H/d4 xie—ikixi H /d4 yje+ipjyj
i=1 =1

) (0| T{p(x1) ... p(wm)d(y1) - - - G(yn) }|0) (5.46)
(H%) | p’j—i\/i? (1. paliTIks .. o) .

This is the Lehmann—-Symanzik-Zimmermann (LSZ) reduction formula.
It is important to understand the meaning of the factors k2 — m? and
p? —m? in the denominator. Of course for a physical particle with four-
momentum p* we have p? —m? = 0 (which is often expressed saying that
the particle is “on mass shell”). The meaning of these factors is that
we must first compute the left-hand side of eq. (5.46) working off mass
shell, i.e. without using any relation between p3 and p?. In the limit
in which we send the particles on mass shell, the left-hand side develops
poles of the form 1/(k7 —m?) for each incoming particle and 1/(p5 —m?)
for each outgoing particle. These factors cancel the same pole factors
which appear explicitly on the right-hand side, and we remain with an
equation between quantities that are finite when the particles are on
mass shell.

We have therefore succeeded in relating the scattering amplitude to
the vacuum expectation value of a time-ordered product of fields. In the
next section we will see how the latter can be computed order by order
in perturbation theory.

5.3 Setting up the perturbative expansion

At the classical level, the field ¢(x) satisfies a complicated non-linear
equation of motion, determined by the full Lagrangian Lo + L;,t which
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corresponds to the full Hamiltonian Hy + Hi,. The exact form of the
solution will in general be very difficult to obtain, but certainly it will not
be given just by simple plane waves, and so ¢(x) does not have a simple
expansion in plane waves with coefficients that in the quantum theory
can be interpreted as creation and annihilation operators. In order to
set up the perturbative expansion, we want to relate ¢ to a field ¢y
whose time evolution is instead determined just by the free Hamiltonian
Hy. We therefore define a quantum field ¢;(t,x) stating that, if at some
reference time t = tg it is equal to ¢;(tg, X), then at generic ¢ it is given
by
or(t,x) = eiHO(t*tO)qu(to,x)eiiHO(tfto) . (5.47)

The field ¢; that evolves with the free Hamiltonian is called the inter-
action picture field. By definition this is a free field and we can expand
it as &

¢I (tv X) / (277)3 /—2Ep
with ap7ai, the usual destruction and annihilation operators. Now we
want to express the full Heisenberg field ¢ in terms of ¢;. At time t( the
field ¢(z) is a given function of the spatial coordinates, ¢(tp,x) = f(x).
Let ¢y (t,x) be the interaction picture field that at ¢t = ¢¢ is equal to the
same function f(x). Then (setting t —to = 7)

¢(t, X) _ eiH7—¢(t07 X)e—’iHT
HTe—’iH(JT [€+iHOT¢(t07 X)e—ngT] eiHoTe—iHT

(ape™ ™" + al,e™™) (5.48)

= ei
_ eiHTe_iHUT¢](t7X)eiHUTe_iHT ) (549)

It is therefore useful to define the time evolution operator
U(t,to) = etHolt=to)g=iH(t=to) (5.50)

which evolves from time tg to time ¢, and is unitary. Then

$(t,x) = UT(t, t0)pr (t,x)U (¢, o) . (5.51)

Note that U(t,tg) # exp{i(Ho — H)(t — to)} = exp{—iHint(t — t9)}
because Hy and Hj,y do not commute, and therefore we cannot combine
the exponentials in this way. However, one can observe that

oU ) ) ) )
Za — elH() (tfto) (H_Ho)ele(tfto) — elH() (tfto)Hintele() (tfto)U(t7 tO) .
(5.52)
We define the interaction picture Hamiltonian Hj as
H](t) _ eng(t—to)Hinte—ng(t—to) ) (553)

The solution of eq. (5.52) with the boundary condition U (o, to) = 1 is

Ult,to) =T {exp [Z /t: dt’Hz(t’)} } - (5.54)
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We recall that the exponential of an operator is defined by its Taylor
expansion. Then the time-ordering T of the exponential means that all
terms in the Taylor expansion are time ordered. The fact that this is
a solution of eq. (5.52) can be checked expanding the exponential and
comparing order by order in H;. Equations (5.51), (5.53) and (5.54)
express the field ¢(¢,x) in terms of the interaction picture field.

Our task is to compute the n-point Green’s function, i.e.

(Olg(z1)@(x2) . - . d(an)|0) (5.55)

when the x; are T-ordered, i.e. t; > to > ... > t,. Then, using
eq. (5.51), we can rewrite it as

O (UT(t1, to)ér(x1)U (t1, t0)) (U (t2, to)r(z2)U (t2,10)) - .-
e (Ut t0) b1 (20)U (tns to)) |0) . (5.56)

Observe now that UT(ta,t9) = U(to, t2), since the hermitian conjugation
changes i — —i in the exponent in eq. (5.54), and this is reabsorbed in-
verting the integration limits. Furthermore, U (t1, to)U (to, t2) = U(t1,t2).
A simple derivation of this identity (valid independently of the ordering
between tg,t1,t2) is obtained observing that

i%[U(t,to)U(to,tg)] =i [QU(LtO)] Ulto, t2) = Hi(t)[U(t, t0)U (to, t2)]-

ot
(5.57)
Therefore the equation satisfied by [U(t,to)U (to,t2)] is the same as that
satisfied by U(t, o), eq. (5.52), but the boundary condition is

[U (¢, t0)U (to, t2)]t=t, = Ulto, t2), (5.58)

since U (to,to) = 1. The solution with this boundary condition is

Ut to)U(to, t2) =T {exp [—z’/t dt’HI(t’)} } . (5.59)

2]

However, this is nothing but U (¢, t2), as we see comparing with eq. (5.54).
Using these identities we can combine the various factors U, Ut in
eq. (5.56) and we get

<O‘UT(t1, t0)¢]($1)U(t17 tg)(b[(l‘g)U(tQ, t3) N

o Utn—1,tn) o1 (2n)U(tn, t0)]0) . (5.60)
We now introduce a new variable ¢ with a very large value, so that
t>t >ty > ... >ty > —t. Using U(ty,to) = U(tn, —t)U(—t, o) and
Ut(ti,to) = Ulto, t1) = Ulto, )U(t,11) = U'(t,0)U(t, t1), we rewrite
(5.60) as

<O‘UT (t7 to) [U(tv tl)d)l(ml)U(th t2)¢]($2)U(t2, t3) -
Uty 1) b1 (20)U (tn, —1)] U(—t,10)[0) . (5.61)

Observe that the term in brackets is automatically time-ordered. In fact,
e.g. U(t1,t2) contains powers of the integral of H;(t) between ¢; and o,
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time ordered, so terms like ¢y(x1)U(t1,t2)dr(x2) are sums of terms of
the form ¢r(x1)Hr(t)) ... Hr(t,)¢r(xe) with t1 > ) > ... >t} > t2, s0
everything is automatically time ordered. Therefore the term in square
brackets can be rewritten as

[. . ] = T{(b[(l‘l) N (Z)](xn)U(t7t1)U(t17t2) e U(tn7 —t)} . (562)

We have rewritten the various factors in a convenient order, since anyway
the order in which they appeared in eq. (5.61) is implemented by the
T-product symbol. Now however we can combine the U factors into a
single factor U (t, —t). We therefore arrive at

t

00 47 {orte)..ontenexp [ [ )] oo,

' (5.63)
Note that the T-product symbol in eq. (5.54) need not be repeated inside
(5.63) because the outmost T-product symbol already instructs to time
order all its arguments.

These manipulations hold for ¢ arbitrary. We now chose tg = —t and
we send t — oo. Then U(—t,tg) = 1 while UT(¢,tg) — U (0o, —00).
The term (0|UT (00, —00) in eq. (5.63) is the hermitian conjugate of
U (o0, —00)|0), which is the state obtained evolving the vacuum state
from time —oo to +oco. Physically it is clear that, if the vacuum state is
stable, applying to it the evolution operator U (oo, —oo) we still find the
vacuum. Recall however that in quantum mechanics state vectors that
differ by a phase still represent the same physical state. Therefore we

will have in general ‘
U (00, —00)|0) = e'*|0), (5.64)

with a a phase. The explicit form of this phase can be obtained taking
the scalar product of the above equation with (0] and using the explicit
form (5.54) of the evolution operator,

e’ = (0|T {exp {z /:O dt’HI(t’)] } |0) . (5.65)

In eq. (5.63) the hermitian conjugate, (0|UT(co, —00) = e~“(0| appears,
and from eq. (5.65) we have

-1

el = (<O|T {exp {z/j dt’HI(t’)] } |0>> . (5.66)

So we finally get our basic formula

OIT{¢(z1) - .. p(2n)}0)

_ (o|T {¢I($1) .. or(xy,) exp [fi fd4x7'[1] } 10) (5.67)

(0T {exp [—i [ d*zH,] }]0) ’
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where we have written ffooo dt Hr = [d*z'H;. The left-hand side of
eq. (5.67) is the Green’s function which enters in the LSZ formula, and
the right-hand side shows how we can compute it in terms of the free field
¢1. Observe furthermore that H; is expressed very simply in terms of ¢,
since the functional dependence of H; on ¢ is exactly the same as the
functional dependence of Hi,, on ¢. To understand this point, consider
for instance a scalar field theory with the quartic self-interaction, Hint =
(A/41)¢*. Then, using eqgs. (5.53) and (5.47),

Hi(t) = e'Holt=to) (—

A

4' ¢4) efiHo(tft())

|:6iH0(t7t0)¢67iH0(t7t0):| |:€7;H0(t7t0)¢67iH0(t7t0):|

% [eng(t—to)(be—iHo(t—tU)] [eiHo(t—tU)(be—iHo(t—tU)]

A
=1 &% . (5.68)

At this point the perturbative strategy is clear. We expand the expo-
nential in eq. (5.67) in powers of H;, and we are left with the task of
computing time-ordered products of free fields. In principle, it is clear
that these can be written in terms of creation and annihilation opera-
tors, and therefore we know how to compute them. Such a brute force
computation, however, would quickly become too cumbersome, and in
the following we will study a technique, based on Wick’s theorem and
Feynman graphs, which makes these computations feasible. In the next
section we will start from the simplest case, the T-product of two fields.

5.4 The Feynman propagator

We want to compute the Feynman propagator, defined as

OIT{¢1(2)d1(y)}0) - (5.69)

When we study perturbation theory we always use the interaction pic-
ture field ¢;. The original field ¢ which evolves with the full Hamiltonian
will never appear again. Therefore, to make the notation simpler, from
now on we will denote the interaction picture field simply by ¢, omitting

the subscript “I”.

We first separate ¢ into its creation and annihilation parts,

where

¢(x) = ¢" () + ¢~ (2), (5.70)
_ d3p —ipx
¢+($)—/7(27T)3\/Eape , (5.71)
- — dsip ipx
b (x)f/ (27T)3\/Ea;.[,e+ . (5.72)



Of course ¢ (z)|0) = 0 and (0|¢~ () = 0. Consider first the case
2% > 9%, Then

(@)™ (y) + ¢~ (2)o" ()

N
=y
=
&
=
s
—

|
-

+
&
©-
+
S

+

ASH

=0 (2)o" (y) + ¢~ (W) () + ¢ (2)¢" (v)
N .

=1 p(@)d(y) : +[¢7 (), 6" ()], (5.73)

where as usual the colons denote normal ordering. Similarly for y° > z°

we get T{p(z)p(y)} =: ¢(x)d(y) : +[¢" (y), ¢~ (x)]. Therefore
T{p(x)(y)} =: d(x)¢(y) : + D(x —y), (5.74)

where

D(x —y) = 0(z" —=y°)[¢* (), 6~ ()] +0(y" = 2°)[¢" (1), ¢~ ()] . (5.75)

Now observe that the expectation value of the normal ordered term
s ¢(x)(y) : is zero, because there is always either one annihilation op-
erator acting on |0) or a creation operator acting on (0|. Instead the
commutator of ap and a;.[, is a c-number, so also D(z —y) is a c-number,
and (0|D(z — y)|0) = D(z — y){(0|0) = D(x — y). Therefore D(x — y) is
just the Feynman propagator,

0IT{o(z)o(y) }|0) = D(z —y). (5.76)

Computing the commutators we find

Pp 1 0 0y —ip(z— i —

Dz — ) = - _ ip(z—y) 0 _ 0\eip(z—y) )

(x—y) /(%)3 o7, (9(1‘ y)e +0(y” —a")e )
(5.77)

The integral over d>p can be computed explicitly, but it is more useful
to rewrite (5.77) as a four-dimensional integral,

d*p 1 .
D(x —y) = —ip(z—y)
(z—y) / @ P —m? 1" ) (5.78)

where € — 0%. To prove the equivalence of egs. (5.77) and (5.78), observe
that the integral in eq. (5.78) can be written as

3 —+o00 0 y
/ d’p eip-(x—y)/ L ——— R )
(27T)3 oo 2m (p0)2 — El?’ + i€

where E, = +(p? + m?)'/2. The integral over p can be computed
going in the complex p°-plane. The ie factor displaces slightly the poles
from the real axis. The poles are at +p® ~ Ey(1 —ie/(2E2)). Thus the
pole at p° = Ej, is slightly displaced below the real axis and the pole at
p’ = —E}, is slightly displaced above the real axis, as shown in Fig. 5.1.
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m

Fig. 5.1 The position of the poles in
the complex p’-plane.
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For 2% —4% > 0 we can close the contour in the lower half-plane and we
only get the contribution of the pole at p® = Ey. The pole is encircled
clockwise, so it gives

Z’ e_iEp(l'O_yO)

1 . 0 0
(o) Ty~ By 5.80
rAl T8 T35, ¢ (5.80)

If instead 2° — y° < 0 we can close the contour in the upper half-plane
and we only get the contribution of the pole at p° = — Ej,, which now is
encircled counterclockwise, so it gives

i eiBp(x°—y°) 1

— (2mi - iBp(a"—y") 5.81
2 M) g~ tagC (5:81)

In both cases, we have reproduced eq. (5.77) (in the second term we
must also rename the integration variable p — —p).

From eq. (5.78) we read off the Feynman propagator in momentum
space,

D(p) = ——

PR (5.82)

It is also easy to see that the Feynman propagator is just a Green’s
function of the operator O + m?. In fact, from eq. (5.78),

d*p ) in(m—
(O +m3)Da =) = [ G e (o ) )
=—idW(z—y). (5.83)

Observe that this result holds independently of the prescription for going
around the poles. There are in principle four different prescriptions (each
of the two poles can be slightly displaced above or below the real axis)
and different Green’s functions are obtained with different prescriptions,
and obey different boundary conditions (see Exercise 5.1).

5.5 Wick’s theorem and Feynman
diagrams

Wick’s theorem is a very useful tool for reducing the expectation value
of a generic T-product of fields

OIT{¢(x1) . .. ¢(zn)}0) (5.84)

to a combination of Feynman propagators. It generalizes the identity
(5.74) to an n-point function, and states that T{¢(z1) ... ¢(zn)} is equal
to the normal ordered product : ¢(x1) ... ¢(x,) : plus all possible combi-
nations of normal ordering and contractions of fields, where a contraction
of two fields ¢(z1), ¢p(x2) is defined to be equal to the Feynman prop-
agator D(x1 — z2). For instance (using the notation ¢(x;) = ¢; and
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D(ﬂ?i — .’I,‘j) = Dij)7

T{p1p2030s} =: Q1020304 : +D12: 304 : +D13 : Pahy :
+D14: pap3 i +Dag : p1ds : +Dag : P13 ¢ (5.85)
+D34 : 192 : +D12D34 + D13 Doy + D14 Do3 .

The proof of the theorem can be given by induction on the number
of fields, see, e.g. Peskin and Schroeder (1995), pages 88-90. When
we take the vacuum expectation value, all terms with a normal ordering
factor give zero, and only the terms where all fields have been contracted
survive. Thus in our example

(0|T{¢192¢3¢4}|0) = D12D34 + D13D24 + D14Doa3 . (5.86)

The above equation has a vivid physical interpretation. If we interpret
D(x1 — xz2) as the amplitude for the propagation of a particle from the
space-time point x1 to za, then D(zq — x2)D(x3 — z4) is the amplitude
for the process in which one particle goes from z; to x2 and another from
x3 to x4, without interacting with each other. We can now associate a
Feynman graph in position space to each non-vanishing contribution.
We simply draw a line connecting points z; and x; for each propagator
D(x; — x;). For instance, the term D(x1 — z2)D(x3 — z4) can be asso-
ciated to the (rather trivial) Feynman diagram in position space given
in Fig. 5.2.

When we expand the exponential in eq. (5.67) in powers of H;, each
term Hj contains fields at the same space-time point. As we will see
explicitly below, this gives rise to less trivial Feynman graphs.

The best way to understand all this machinery is to put it to work,
and to start computing. Therefore, in the next two subsections, we
will perform a few computations in all details. The important point
that will emerge, however, is that it is not necessary every time to go
through the rather involved steps that we will present, since the results
can be summarized very compactly by a set of rules, the Feynman rules,
that allow us to associate to each amplitude a set of Feynman diagrams,
and to write down almost immediately the contribution of each Feynman
diagram. Still, once in a lifetime, it might be useful to go through all the
detailed steps, before starting to use the Feynman rules as an automatic
machinery. The reader who does not wish to follow the computations
in all details can go quickly through the next two subsections and find
a summary of Feynman rules in Section 5.5.3.

5.5.1 A few very explicit computations

We begin with the scattering amplitude for a process with two initial particles
with momenta ki,ks into two final particles with momenta pi1,p2, in the
theory with Hr = (A\/4))¢*. The general formulas (5.46, 5.67) give

(Hp ) (H k > (p1p2[iT |k1k2)

®
<

Xy

Fig. 5.2 The diagrammatic repre-
sentation of D(x1 — z2)D(z3 — x4).
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60Observe that the factor ie in p2—m2+
i€ should be kept when p is an inte-
gration variable, because in this case it
gives the prescription for going around
the poles, but if p is the momentum on
an external leg, and is therefore fixed,
we can set directly ¢ = 0.

"There is a subtlety here connected
with graphs known as tadpoles, that
we will introduce below. In principle
inserting tadpole graphs in the lines of
a disconnected diagram we can obtain
the appropriate number of pole factors.
However, the tadpoles are simply reab-
sorbed in the mass renormalization, as
we will see in Section 5.6.

4 4 4 4 P —k —k
_ /d wrd*rad rsdim, et P11 tP2T2—k1zs—kazy)

O {é(21)¢(w2) d(w3)$(wa) exp [—igy [ d'z¢"]}0)
(O|T{exp [—ig; [ d*z¢*]}(0) '

We work at the lowest non-trivial order in perturbation theory in A. As we
will see later, in A¢* theory Z = 1 4+ O(A\?) and therefore, since we will work
up to O(\), we set Z = 1.

Zero-order term: First of all there is a term of order A°, which is given
simply setting A = 0 in eq. (5.87). Of course, if there is no coupling, there
is no scattering, and we must find a trivial amplitude at this order. Let us
nevertheless check explicitly how this comes out. At A = 0, using eq. (5.86),

(5.87)

4
[ T atas eommsomenmtnnios Q7 g(a0) o) ()60} 0)
=1

4
_ /Hd‘lxi (i Prmpaea—k1ws —kava) (D0 2)D(zs — 24) + ...

i=1

(5.88)

where the dots represent the other two terms in eq. (5.86). In terms of Feyn-
man graphs in position space, the contribution written explicitly is shown in
Fig. 5.2 and represents a particle traveling from z; to z2 and a second particle
traveling from x3 to x4, without interacting with the first (and similarly for
the other two terms denoted by the dots in eq. (5.88)). Changing integration
variables to © = z1 — z2 and X = (z1 4 z2)/2 and similarly for zs, z4 we have

/d4m1d4m2d4x3d4x4ei(mzl+p2127k1z37k2z4>D(x1 — z2)D(x3 — 4)
_ [/ d4xd4X€i(P1+P2)X+i(P1*pz)I/ZD(w)]

o {/ d4xd4X67i(k1+k2)X7i(k1—kg)z/ZD(m)]

= 2m)* 8% (p1 + p2)(2m)* 6 (k1 + k2) —— -

_ . 5.89
pi —m? ki —m? ( )

Comparing with eq. (5.87) we see that on the right-hand side we have ob-
tained only two pole factors,® which originated from the two propagators in
momentum space, while on the left-hand side of eq. (5.87) there are four pole
factors. Therefore only two of them cancel, and we get a contribution to the
T-matrix element

(P1p2|iT|kika) = —(2m)%(p3 — m*) (k3 — m*)6™ (p1 +p2)d™ (k1 + k2) (5.90)

and when we go on mass shell this gives zero. The same happens for the other
contributions indicated by the dots in eq. (5.88). Therefore at zero order in A
there is no contribution to the scattering amplitude, as expected.

This is a general situation which repeats for the n — m scattering ampli-
tudes, and disconnected graphs do not contribute, simply because the Feyn-
man graphs do not provide enough pole factors to cancel those that appear in
the LSZ formula.”

Term O(X): The first non-trivial contribution comes expanding the expo-
nential in eq. (5.87) to first order in A. Let us for the moment neglect the



5.5 Wick’s theorem and Feynman diagrams 125

denominator in eq. (5.87). Then at this order we have

() ) oirns

= /d4x1d4m2d4m3d4x4 exp{i(pmcl + paxa — kixs — k2x4)}

< (=i) [ate O enss)ows @) (691

As before, the disconnected graphs are unable to cancel all pole factors and
therefore, when we go on mass shell, they give zero. The only connected
Feynman graphs are obtained contracting each of the four ¢(x;) with one of
the four ¢(z); there are 4! possible contractions of this type, and therefore the
right-hand side of eq. (5.91) is equal to

/d4m d*z1d zod  w3d*zs exp{i(pizy + poxa — kizs — koxa)}
X (=iA)D(z1 — ) D(z2 — x)D(x3 — ) D(z4 — ) . (5.92)

We can represent it with the Feynman graph shown in Fig. 5.3. Setting y; =
z; — x and performing first the integration over the y; we get

(=i\)D(p1) D(p2) D (k1) D(k2) / g eiPripa—ki—ka)e (5.93)
— (—iN(@27) 6D (pr + p2 — k1 — ko) (H = : ) (H > _'m2> .
Therefore
(P1p2|iT kika) = (—iX)(2m)* 6@ (p1 + p2 — k1 — k2) . (5.94)

We note several aspects which can be generalized to all Feynman graphs:
e Only connected graphs contribute.

e For connected graphs, the propagators associated to the external legs
cancel exactly the pole factors in the LSZ formula.

e Each interaction vertex gives a factor —iA\.

e There is an integration over a variable x which gives the overall energy—
momentum conservation.

Finally, we have to consider the effect of the denominator in eq. (5.87). The
denominator gives only vacuum-to-vacuum graphs, i.e. Feynman diagrams
with no external lines. However each contribution from the numerator can be
“dressed” with all possible vacuum-to-vacuum graphs, considering all possible
disconnected graph made with the original graph plus all possible vacuum-
to-vacuum graphs. This is shown in the first line of Fig. 5.4, where we give
examples of disconnected graphs with four external legs. As shown graphically
in the second line of the figure, the connected graph with four external legs
factorizes, and the term in the parentheses is the sum of all vacuum-to-vacuum
graphs. This is nothing but the perturbative expansion of the denominator,
so the term in parentheses exactly cancels the denominator. This means that
we can simply set the vacuum expectation value at the denominator to one,
if at the same time we neglect in the numerator all disconnected diagrams in
which a disconnected component is a vacuum diagram.

X1 X3

X, Xy

Fig. 5.3 The Feynman diagram in
position space representing the 2 —
2 scattering amplitude at O(X).
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X, Xy

Fig. 5.5 The Feynman graph in po-
sition space corresponding to the
contraction described in the text.

Fig. 5.6 A Feynman graph corre-
sponding to a different set of con-
tractions.

OO
=><*(1+©©+

Fig. 5.4 A diagrammatic representation of the effect of vacuum-to-vacuum
graphs.
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The Feynman graphs that we have considered until now have no internal
lines. To illustrate what happens with internal lines it is simpler to consider
a theory with H; = (A\/3!)¢>. In this case three lines instead of four meet at
each vertex. To compute the 2 — 2 scattering amplitude we consider

/d4x1d4az2d4w3d4m4 exp{i(p1z1 + p2x2 — k1xs — kawa)}

<O {9(e)ole2)olm) ot oxp [ -i3y [ a'aa* (@] Nohe. (595

We have seen that the denominator in eq. (5.67) is canceled by disconnected
graphs in which a disconnected component is a vacuum-to-vacuum graph,
while disconnected graphs with external legs in more than one disconnected
component do not contribute because they do not provide the right pole fac-
tors. We therefore omit the vacuum-to-vacuum amplitude in the denominator
hereafter, and we add a subscript (0] ...|0)c to remind us that we must con-
sider only connected graphs.

In this theory at O()) there is no contribution to the four-point amplitude,
because expanding the exponential to first order in A we get the Green’s
function (0|T{é(z1)¢p(z2)d(x3)d(x4)¢>(x)}|0), which has an odd number of
fields, so we cannot contract all of them and the vacuum expectation value is
zero. Therefore the leading term is O(\?), and is

/d4w1d4xzd41‘3d4m4 exp{i(p1z1 + p2x2 — k1x3 — kawa)} (5.96)

<31 (i) [ e [ atOriotototwots @d w0,

The new aspect here is that, in order to contract all fields and to obtain a
connected diagram, we must contract one field ¢(x) with one ¢(y), where
x,y are the positions of the two vertices. We therefore have graphs with two
vertices connected by an internal line, while in the previous example all lines
were external, i.e. related to the initial or final particles. To understand how
to treat these graphs we consider the case in which we contract ¢(x1) and
¢(z2) each with one of the ¢(x), ¢p(x3) and ¢(z4) each with one of the ¢(y),
and the remaining ¢(z) with the remaining ¢(y), as in Fig. 5.5. (With different
contractions, we can also obtain the graph in Fig. 5.6, and an analogous graph
with 3 and z4 interchanged.) Taking into account the combinatorial factor,
the factor 1/2! from the expansion of the exponential, and the fact that there
is an equal contribution with « and y interchanged, the graph in Fig. 5.5 gives

/d4w1d4w2d4x3d4x4 exp{i(piz1 + p2x2 — k1w3 — kowa)} (5.97)
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X /d4x / d*y(—iX)?D(x1 — 2)D(z2 — z)D(z — y)D(y — x3)D(y — x4)
= (SN D)D) D) Dlka) [ d'a [ atye it iip )
= (=iN)?(21)* 6 (p1 + p2 — k1 — k2) D(p1) D(p2) D(p1 + p2) D (k1) D(k2) .

Again we find the momentum space propagators associated to the external
legs, which are canceled by the pole terms in the LSZ formula, and the energy—
momentum conservation. The new factor is D(pl + p2), associated to the
internal line.

It now becomes clear that it is more convenient to work in momentum space,
rather than in position space. Then to each line of a graph is associated the
momentum space propagator given in eq. (5.82). The external lines give factors
which cancel the pole terms in the LSZ formula. The Feynman diagrams in
momentum space corresponding to Figs. 5.3 and 5.5 are shown in Figs. 5.7
and 5.8.

At this point it is not difficult to see how to compute the most general
amplitude associated with tree graphs (a tree graph is a graph with internal
and external lines, but with no closed internal loop). The technique can be
summarized by the Feynman rules in momentum space, for a scalar field theory
(some generalization will be needed for fermions, gauge fields, etc., and will
be discussed later):

e Draw all connected graphs corresponding to the given initial and final
states. The number of lines that meet at each vertex is determined by
the interaction term; e.g. three lines in ¢* theory and four lines in ¢*
theory. Disconnected graphs do not contribute.

e To each external leg is associated a factor which compensates the pole
factor in the LSZ reduction formula, eq. (5.46). Therefore we can simply
omit all these factors from the graph, and we will obtain directly the
matrix element of ¢7". This is often expressed saying that we consider
the graphs “with external legs amputated”.

e There is an overall Dirac delta imposing energy-momentum conserva-
tion. In order not to write explicitly the Dirac delta each time we
compute a Feynman graph, it is convenient to define a matrix element
My from

(P1...pnliT|k1 ... k) = (27)*6™ <Zpi - Zm) iMypi. (5.98)
i J

The labels ¢, f refer to the initial and final states or more explicitly, for
a scalar theory, Mys; = M(p1,...,Pn;Ki,...,km) (more generally, the
initial and final states are labeled also by the spin states of the initial
and final particles).

e Energy—momentum conservation must be imposed separately at each
vertex. Note for instance that in the internal line in Fig. 5.8 we had two
external momenta p; and ps flowing into a vertex, and the momentum
associated to the internal line flowing out of this vertex is p1 + pa.
The “virtual particle” associated with this internal line decays in the
final states with momenta k1, k2, and the overall Dirac delta ensures
p1 + p2 = ki1 + k2, so momentum is conserved also at the other vertex.

e To each vertex associate a factor —i times the coupling constant.

Py ky

N
bl

Fig. 5.7 The graph in momentum
space corresponding to Fig. 5.3.

[7] +p2

) kZ

Fig. 5.8 The graph in momentum
space corresponding to Fig. 5.5.
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by k;
kit k=p k

P, ks

P k
ky+k —p, k

) k

Fig. 5.9 The three contributions to
the one-loop 2 — 2 amplitude in
momentum space.

x; X3

X
2 Xy

Fig. 5.10 A contribution to the one-
loop amplitude in position space.

e To each internal line associate a propagator, with the value of the four-
momentum given by energy-momentum conservation.

e There is a combinatorial factor which combines the number of equivalent
contractions, the factors 1/n! from the expansion of the exponential
at order n, and numerical factors associated to the definition of the
coupling constant, such as the factors 1/4! in (\/4!)¢?.

In the next subsection we will understand what happens when there are
internal loops in a graph.

5.5.2 Loops and divergences

We have by now understood how to write a Feynman graph when there
are internal lines whose momentum is fixed by energy—momentum con-
servation at a vertex. Consider however the O(A\?) corrections to the
2 — 2 scattering amplitude in A¢*. The possible connected graphs that
can be constructed with four external legs (since we study a 2 — 2 am-
plitude), four lines meeting at each vertex (since we are in ¢* theory)
and two vertices (since we want to study the terms O(\?)) are given in
Fig. 5.9. The three graphs correspond to different types of contractions,
which we will discuss in more detail below. The important new point
is that the momenta of the internal lines are not completely fixed im-
posing energy-momentum conservation at each vertex. We can assign
an arbitrary momentum £ to one internal line and the other has a mo-
mentum fixed by energy—momentum conservation at each vertex. The
fact that not all momenta are fixed takes place each time we have loops
in a Feynman graph. We must therefore understand how to treat these
graphs. Again, we discuss some examples in full detail.

Let us work out the 2 — 2 amplitude in A¢* at one loop order. We
start as usual from

/d411d4x2d413d4x4 eXP{i(lel + paxe — ki3 — k2x4)}

x(0|T{¢(x1)p(z2)d(x3) (1) exp [—i%/d‘lxdf‘]}oﬁ. (5.99)

The term of order A2 is

1 .
o1 d*zid*eydesdcy exp{i(pia + poxa — k1xs — koxy)}  (5.100)

() [t [ d oot @6t w) o

The Feynman graph in position space shown in Fig. 5.10 is obtained
contracting ¢(z1) with one of the ¢(z), ¢(x2) with another ¢(x) (there
are 4 - 3 possible ways to do it), ¢(x3) with one ¢(y), ¢(z4) with another
of the ¢(y) (again 4 -3 combinations), and the remaining two of the ¢(x)
with the remaining two ¢(y) (there are 2 possible ways to do it). An
equal contribution is obtained exchanging x < y, i.e. contracting ¢(z1)
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and ¢(z2) with two of the ¢(y) and ¢(x3), d(x4) with two of the ¢(x);
this gives an additional factor of 2, so we finally get

%(ﬂ‘)\f / d*zyd mod zsd sy dra dly ! Pror e Rins —hova)

xD(x1 — 2)D(xa —z)D(xz — y)D(x — y)D(y — x3)D(y — x4)

_ %M)@(m)b(mw(kl>D<k2>

% /d4$ d4y ei(pl-&-pz)a:—i(k]-&-kz)yDQ(m _ y)
1 e
= 5(_ZA)QD(Pl)D(m)D(kl)D(kz)(QW)45(4)(p1 +p2 — k1 — k2)

4
Similar expressions are obtained if x; and z3 are joined to x while o
and x4 to y, and if z; and x4 are joined to x while x2 and x3 to y.
These three possibilities in position space give rise to the three graphs
of Fig. 5.9 in momentum space. In eq. (5.101) we recognize the usual
factors associated to the external legs and the overall energy—momentum
conservation. The new aspect here is the integration over the momentum
k of the internal line which was not fixed by the energy—momentum
conservation at the vertices.

We can therefore add to our list of Feynman rules in momentum space:

e associate a propagator to each internal line in a loop, use momen-
tum conservation at the vertices to reduce the number of indepen-
dent momenta, and integrate over the remaining unfixed momenta,
with the measure d*k/(27)*.

We define
—i\)? d*k i i
.A(p)E( >/ 172 _ 244 )2 —m2 - e
2 2m)* k2 —m2 +ie (p— k)2 —m? +ice

(5.102)

The 2 — 2 scattering amplitude at one loop level is then
iMoo = =i+ A(p1 +p2) + A(p1 — k1) + A(p1 — k2),  (5.103)

where the three contributions correspond to the three ways in which the
process can take place, shown in Fig. 5.9.

Now however we discover that Feynman diagrams containing loops
can be divergent! Indeed, the integral in eq. (5.102) diverges at large
k, and is an example of an ultraviolet (UV) divergence. To study this
integral we proceed as follows. First of all, we will limit for simplicity
to the calculation of A(p) when p = 0.8 Recall that the ie prescription
means that, in the complex k°-plane, the pole at k° > 0 is below the real
axis and the pole at k® < 0 is above the real axis, see Fig. 5.1. Therefore
we can change the integration path in the complex k® plane, rotating
counterclockwise from the real axis to the imaginary axis.

8For this graph, this is sufficient for
extracting the divergent part, because
the divergence comes from the region
k — oo, where (p—k)? — k2, and there
are no subleading divergencies.
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9To check the sign consider the com-
plex z-plane, with z = = + iy; let C;
denote the real axis running from z =
—o0 toward * = 400 and C> the imag-
inary axis again oriented from y = —oo
to y = +o0; then, closing the contour
at infinity in the first and third quad-
rants, we have [, _. dz = 0 so that

1 2
fC1 dz = fC’z dz. But fC’1 dz = [dz
and fCQ dz =1 [ dy.

P p

Fig. 5.11 A tadpole graph.

This is called the Wick rotation. The integration variable is the com-
plex variable k°; on the real axis we write dk® = dk%, while on the imagi-
nary axis we write dk® = idk%, where k9, and kY, are real variables, and
the subscript denotes Minkowskian and Euclidean space, respectively.
Then we obtain

2 4
A0) =i / (;lﬂ]; i +1m2)2 | (5.104)

Here k is a Euclidean momentum, k? = (k%)? + k2. The overall factor
of i comes from the rotation.’

For our purposes the exact computation of the integral is not nec-
essary. The important point is that the integral diverges in the UV.
We introduce a cutoff A stating that we integrate only over Euclidean
momenta with k2 < A%, and we extract the divergent part:

A2 d*k 1 .
A(0) = iy / 2k + finite parts

A2 1 A dk
_ l?W (27r2) / - + finite parts
1

=i)\2
T

log A + finite parts. (5.105)

The factor 272 is the solid angle in four dimensions. At p finite the
calculation is more complicated, and depending on the value of p one
can have poles also in the first and third quadrant. In general, when one
has to perform more complicated computations, it is not convenient to
use as regularization a cutoff over Euclidean momenta; there are tech-
niques, in particular dimensional regularization, which are much more
convenient (see Chapter 7). In any case, in this graph the divergent part
is independent of p and the p dependence only enters in the finite parts.
Since the divergence is independent of p, the three graphs in Fig. 5.9
give the same contribution to the divergence. As a result, at one-loop,
the 2 — 2 scattering amplitude in \¢* is

iMa_p = —i\ + iA\*(Bp log A + finite parts) , (5.106)
with
o= —> (5.107)
07 1672 '

The sign of Gy plays a very important role and will be discussed in detail
in Section 5.9.

These divergences are typical of loop graphs. In the next section
we will understand how they can be cured. First however we discuss
another example of divergence, considering the two-point function in
A¢? theory. In momentum space, at zero order in A, this is just the
Feynman propagator D(p) At order A we have the graph shown in
Fig. 5.11. This graph is known as a tadpole graph.
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Using the Feynman rules in momentum space and performing the
Wick rotation k° — k0, this is given by

—iA / d*k 1 A
—iB = =—1
2 ) Cnt2+m? 3272

2
( A% m?log m 7
m?2

(5.108)
so this term has a quadratic and a logarithmic divergence, both coming
from the large k integration region, so they are again UV divergences.
Observe also that the tadpole graph (with external legs amputated)
is independent of the external momentum p. Actually, one can even
resum the whole class of graphs shown in Fig. 5.12. Including also the
propagators from the external legs, the result for the two-point function
in momentum space is

D(p) + D(p)(~iB)D(p) +
D(p) (1+ (~iBD(p)) + ( D

I
wp

() 1 - 1
p1+z‘BD() p—m2 -=£5) p-m?-B’

We see that the net effect is to shift the mass from m? to m?+B. We will
make use of this fact when we study the renormalization of the theory.
At O()\?) there are further contributions to the two-point function. One
possible graph is shown in Fig. 5.13. Iterating graphs of this type we
obtain again a geometric series, see Fig. 5.14, so again the result goes in
the denominator.

The Feynman graph in Fig. 5.13 gives

Z/\_Q/ d'ky d'ks 1
6 J (2m)* 2m)* [(p — k1 — k2)? —m?](kf —m?) (k3 —m?)

The integral is somewhat more difficult to compute, compared to the
previous examples, and the result turns out to be proportional to

A2
A2p? (log p_2 + C’> ,

so in this case the divergence depends on p?. After resumming the
geometrical series, the result for the two-point function in momentum
space becomes of the form

(5.110)

(5.111)

?
AR P2 =

B (5.112)

with A(A,p?) =1+ N%(c; log S ¢2), and ¢1, ca some constants.

5.5.3 Summary of Feynman rules for a scalar field

It is now clear that it is not necessary to go each time explicitly through
the process of developing the exponential of the interaction Hamiltonian

o, 00 .
000 .

Fig. 5.12 The resummation of tad-
pole graphs.

=
<

k]+k2—

Fig. 5.13 A two-loop correction to
the propagator.
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Fig. 5.14 The resummation of the
graph shown in Fig. 5.13.
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to the desired order and performing the contractions using the Wick
theorem, since the result can always be summarized by a simple set of
rules. First of all, we have seen that it is usually more convenient to
work in momentum space, and we summarize here the Feynman rules in
momentum space. We consider for definiteness a real scalar field with
an interaction term \

Hint = Hd)n' (5.113)

The first step is to draw all connected graphs corresponding to the given
initial and final states, with n lines meeting at each vertex. For each
graph proceed as follows:

o Neglect the external legs.
e Energy-momentum conservation must be imposed separately at
each vertex.
e To each vertex associate a factor —i\.
e To each internal line with momentum p associate a propagator
- i
D(p)fpg_mg_i_le
e Integrate over the four-momenta k; which are not fixed by energy—
momentum conservation at each vertex, with a measure d*k; /(27)%.
e Include the appropriate combinatorial factor, which combines a
factor 1/N! from the expansion of the exponential at order N, the
number of equivalent contractions, and the factor 1/n! from the
normalization of the coupling in the theory with Hi,, = (A\/n!)o™.

(5.114)

The sum of the contributions of all Feynman diagrams gives i M g;.
This is related to the matrix element of the T operator by

(P1-..paliTIky .. k) = (2m)* W (> pi = kj | iMyi, (5.115)
i J
and T is related to the S-matrix by S =1 44T

5.5.4 Feynman rules for fermions and gauge bosons

We now want to understand the Feynman rules for more interesting
theories, like QED, which contains fermions and gauge bosons. The
derivation is conceptually similar to what we have seen for the scalar
fields. We will therefore just collect the relevant results, referring to
Peskin and Schroeder (1995), Sections 4.7 and 4.8 for the derivations.

The fermion propagator. Wick’s theorem can be generalized to
fermionic fields, if we define the T-product of two Dirac fields as

T{W(2)¥(y)} = { _\Ié,((z))g% ai;?;(:) (5.116)

The Feynman propagator for the Dirac field is
Sz —y) = (0|T{¥ ()T (y)}0) . (5.117)
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Observe that S(z — y) is a 4 X 4 matrix in the Dirac indices. It can be
computed explicitly expanding ¥ in creation and destruction operators
and using the anticommutation relations (4.34). The result is

d'p_ (s o—iv(o—)
S(x —y) = 2n)7 S(p)e , (5.118)
where the momentum space propagator is

~ i(f+m)

Observe that

(#=m)(#F+m) =7"vpup, —m® = p* —m?, (5.120)

since p,p, is symmetric under p < v and therefore we can replace
Y — (1/2){y*,v*} = n*¥. Then we can multiply by (¥ — m) both
the numerator and the denominator in eq. (5.119) (where dividing by
(¥ — m) means to multiply by the 4 x 4 Dirac matrix (¥ —m)~!) and
rewrite S(p) in the form

S(p) = g (5.121)

where the prescription for going around the poles is understood. An
alternative way to compute the fermion propagator is to observe that,
from the definition, S(x —y) is a Green’s function of the Dirac operator,

(i@ —m)S(z —y) =i6W(z —y). (5.122)

Tt is then straightforward to check that eqs. (5.118) and (5.121) provide
a solution, and the prescription for going around the poles is the same
as in the scalar case, and corresponds to the Feynman propagator.

The photon propagator. By definition the photon propagator is
Dy (z —y) = (0[T{Au(x)Av(y)}0) . (5.123)

Using the covariant quantization of the gauge field discussed in Sec-
tion 4.3.2, the calculation is a simple generalization of the calculation
for the KG field, with the only difference that now we have four different
creation operators aL’)\ labeled by a Lorentz index A = 0,...3, and the
commutator is given by eq. (4.106). Then the propagator in momentum
space is simply

~ —1

Dyu(k) == m 77#1/ . (5124)

In other words, the spatial components A? have the same propagator as
a massless scalar field, while A° has the “wrong” sign. A more general
form of the photon propagator will be given in Chapter 7.
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Fig. 5.15 The QED vertex: the
solid lines represent the fermions
and the wavy line the photon.

Fig. 5.16 The same interaction ver-
tex, describing e”y — e”.

00bserve that for the physical process
ete™ — v the matrix element My is
non-vanishing, iMy; = iey* but the
matrix element of T is zero because
the Dirac delta in eq. (5.98) cannot be
satisfied, so the process is forbidden by
energy—momentum conservation. How-
ever, the vertex of Fig. 5.15 enters as
a building block in all other Feynman
diagrams of QED.

The interaction vertex. While the propagators are fixed by the ki-
netic terms, i.e. by the free theory, the interaction vertices depend of
course on the specific theory that we are considering. In QED the in-
teraction term in the Hamiltonian is eAu\Iw“\I/. Let us recall from Sec-
tion 4.2 that the expansion of the field ¥, ¥ in terms of creation and
annihilation operators is (see eqs. (4.32) and (4.33))

] s —ipx b’[ s +7,pz
() = /% O (ama’ ¥ ).

s=1,2
(5.125)
S
s=1,2
(5.126)

where ap s destroys an electron (in a spin state labeled by s), a;.[,’s cre-
ates an electron, by s destroys a positron and bp s creates a positron.
Therefore ¥ can destroy an electron or create a positron while ¥ can
destroy a positron or create an electron. Similarly the gauge field, in the

covariant quantization, has the expansion (4.104),

d3p .
@)= [ G D [P Nt 4 b, N a7

s
(5.127)

and can destroy or create a photon. Therefore in eAM\TI’y”\I! there are
all possible terms with two fermion lines and one photon line, which
conserve the electric charge: for instance, we can destroy an electron with
U and create it back with ¥ while at the same time emitting a photon,
corresponding to a vertex e~ — e~ 7; or we can absorb the photon,
corresponding to a vertex ey — e ; or we can destroy an electron with
U, destroy a positron with ¥ and create a photon, ete™ — ~, etc.
All these possibilities are summarized associating a factor

—ieyH (5.128)

to the interaction vertex of Fig. 5.15. As in the scalar field theory,
the factor —¢ in eq. (5.128) comes from the fact that in the T-product
appears the exponential of —iH7. In Fig. 5.15 the solid line can represent
either an electron propagating in the direction of the arrow or a positron
propagating in the opposite direction. If we imagine that time runs from
left to right, then Fig. 5.15 actually describes the process ete™ — «,
while e~y — e~ will be drawn as in Fig. 5.16, etc.1?

The interaction vertex is proportional to v* and therefore is a matrix
in the Dirac indices and carries a Lorentz index.

The external lines. In the case of the scalar field, acting with the field
operator ¢ on the vacuum to create a particle brings a factor e??* while
destroying a particle brings a factor e=* see eqs. (4.21) and (4.22).
This is the origin of the factors e™:® for each final particle and e~**i¥s



for each initial particle in the LSZ formula (5.46). From egs. (5.125),
(5.126) and (5.127) we see that for fermions and gauge bosons, together
with the exponential factors (which, as we have seen, combine to give
an overall energy—momentum conservation and transform the position
space propagators into momentum space propagators) there are further
factors associated to the external legs. Namely

e A factor €}, (k) for each final photon with momentum k and polar-
ization given by €, (k).

e A factor ¢,(k) for each initial photon with momentum % and po-
larization given by €, (k).

e A factor u®(p) for each initial electron with momentum p and spin
state s.

e A factor v*(p) for each final positron with momentum p and spin
state s.

e A factor u*(p) for each final electron with momentum p and spin
state s.

e A factor v°(p) for each initial positron with momentum p and spin
state s.

In other words, to each initial particle is associated its wave function,
and to each final particle is associated the complex conjugate of the wave
function (or the Dirac adjoint, for Dirac spinors). For an elementary
scalar field the wave function is just the plane wave e~ %* while for
particles with spin there is also the spin wave function, e.g. €,(k) for a
photon or u*(p) for an electron.

Closed fermionic loops. Finally, from the anticommuting nature of
fermionic fields, it follows that for each closed fermionic loop there is an
additional minus sign.

5.6 Renormalization

The basic idea of renormalization is the following. We have seen that
some diagrams give divergent contributions. The first step is therefore
to regularize the theory. For instance, we can put a cutoff A over the
modulus of the Euclidean momenta, as we have done above (for technical
reasons, especially in gauge theories, there are more convenient choices of
the regularization scheme; however, for understanding the general ideas,
we will use this cutoff). Eventually we want to send A — oo but, as
long as we take A finite, our theory has a dependence on the cutoff, and
therefore we begin by defining the theory at finite A admitting that even
the couplings, the masses and the fields depend on A, in a way which for
the moment we leave unspecified. In A\¢* theory we will therefore write
the Lagrangian at finite A as

1 1 A
£ = 5(00)* = 5midf — 76 (5.129)
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where the subscript 0 indicates that these quantities depend on the cutoff
A po = do(x;A),mg = mo(A), Ao = Ao(A). We call ¢o(z;A) the bare
field, mo(A) the bare mass and A\o(A) the bare coupling.

Consider first the two-point amplitude. In this new notation the two-
point function of the bare field, eq. (5.112), is written as

(01T {¢0(x, A)do(y, A)}[0)e

_ d*p i R
/ (27T)4 A(A,p2)p2 _ m%(A) — B(A) . (5130)

The ie prescription in the denominator is understood. We saw in eq. (5.108)
that B(A) is divergent as A? at the one-loop level,

BN =

(A® + O(log A) + finite parts) , (5.131)

and A diverges as log A at the two-loop level,
A2
AN, p?) =1+ M2(A) (01 log i + 02> . (5.132)

Observe that A and B also have an implicit, and as yet unspecified,

dependence on A through A\g(A). For simplicity, let us at first exam-

ine eq. (5.130) at the one-loop level. Then the two-point function in
momentum space is .
i

p* —mg(A) — B(A)

(5.133)

ie. A =1, and we recall that B is independent of p?. The basic idea
is that neither mg(A) nor B(A) are physically observable. Rather, the
physical or renormalized mass mpg is defined by

m% =ma(A) + B(A). (5.134)

In other words, we fix the physical mass requiring that the propagator
has a pole at p? = m%. Since mo(A) is a parameter completely in our
hands, we choose it such that it cancels the divergence in B(A), and it
leaves us with a value of mp finite and equal to the measured physical
value.

At the two-loop level the situation is slightly more complicated be-
cause there is also the divergence coming from A. However, we still
define mpr as the position of the pole of the propagator, i.e. by the
condition

A, p)p? = mB(A) = B(A)] sz, = 0. (5.135)

This is one condition, and is not yet sufficient to eliminate the two
divergencies coming from A and B. However, expanding the function
A(p?)p? — m3 — B near p? = m%, we find that close to the pole

iz

/d4xem<0|T{¢o(x,A)¢0(0,A)}\o>c — e, (5130)
R



where

2=z (i ) = [(gans) ] o)

and the dots represent terms that are finite for p? = m%. For later

reference, we have also written explicitly that Z depends also on the
bare coupling A\g. Furthermore, being dimensionless, Z can depend on
A and mpg only through the combination A/mp. Now we define the
renormalized field ¢ from

do(z,A) = Z1/? (AO(A), i) dr(T). (5.138)
mpr
By definition ¢ is independent of the cutoff, and this fixes the depen-
dence of ¢y on A. The factor Z'/2 is called the wave function renor-
malization, or field renormalization. We see from eq. (5.136) that in
terms of ¢ the two-point function is the same as that of a free field
with mass mpg, and therefore Z is the same factor that appeared in the
LSZ reduction formula (5.46). In other words, Z disappears from the
LSZ formula if, instead of using the bare field ¢g, as we did in eq. (5.46),
we use the “physical”, renormalized field. Thus, after mass and wave
function renormalization, the on-shell two-point function is finite.'!
Now that we have made the two-point function finite, we turn our
attention to the four-point function. At one-loop there are two types
of divergences in the four-point function. The first is associated to the
graphs in Fig. 5.9, and we have seen that it is a logarithmic divergence.
The second is associated with graphs like Fig. 5.17, i.e. tadpoles on
external legs. The crucial point is that the divergence due to tadpoles
is automatically cured by the renormalization of the two-point function,
i.e. by the mass and wave function renormalization, because it is a di-
vergence that concerns only a subgraph of Fig. 5.17, corresponding to
a two-point function, and we have already made the two-point function
finite. The graphs in Fig. 5.9 give instead a genuinely new divergence,
and we computed it in eq. (5.106). Actually, to renormalize the diver-
gence, we have first to be more careful in specifying the kinematical
configuration. A simple choice is to consider the scattering amplitude in
the limit of zero spatial momentum, i.e. py = ps = k1 = ko = (mg,0).
With this choice it is clear that, in eq. (5.106), the only scale that can
be combined with A to give a dimensionless argument of the logarithm
is mp, so we rewrite eq. (5.106) (with our new notation Ao for the bare
coupling)

iMa_a(p; =k; =0) = —idg (5.139)
= —iX(A) [1 —Xo(A) (ﬁo log mA -+ finite parts)} +0(\).
R

Now, Ag is the quantity that is measured performing a scattering ex-
periment and which therefore must be finite. We call it the physical, or
renormalized coupling. We therefore choose the parameter A\o(A), which
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M he fact that to see the wave function
renormalization we had to go to two-
loops is a peculiarity of A¢? theory. In
general theories Z # 1 already at one
loop.

Fig. 5.17 A tadpole on an external
line.
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Fig. 5.18 A one-particle reducible
graph. Cutting along the dashed
line, the graph is separated in two
disconnected pieces.

is completely in our hands, requiring that A is finite, and equal to the
desired value.

If we consider the scattering amplitude in a different kinematical
regime, for instance when (p; + p2)? = ¢* > m%, we find instead an
amplitude

2
iMaa(q®) = —ido(A) [1 —Xo(A) (% log 2—2 + finite parts)} +0(\}).

(5.140)
This result follows from the explicit computation, but it is easily un-
derstood observing that in the limit ¢? > m% the relevant dimensional
scale is provided by ¢* rather than m3%, so it is this scale that combines
with A to provide a dimensionless argument of the logarithm. Writing
log(A%/q?) = log(A%/m%) + log(m%/q*) and using the definition of Ag
from eq. (5.139), we get

2
iMa_z(q?) = —idg |1+ )\R% log nql—% +00\}), (5.141)

where we could replace A3 with A% since terms O(A3) are neglected
anyway.

The important point that we understand from eq. (5.141) is that,
once we have made finite the four-point amplitude at a given value of
the external momenta, it is finite for all momenta.

In this way we have cured the divergences of the two-point and four-
point amplitudes. We can continue and examine the six-point ampli-
tude and so on. In principle, what can happen is that in the Feynman
graphs that determine the six-point amplitude there are divergent sub-
graphs that are automatically cured by the renormalization of the two-
and four-point functions plus possibly some genuinely new divergence.
Figure 5.18 shows an example of a graph contributing to the six-point
amplitude with a divergent subgraph that is automatically cured by the
renormalization of the four-point function. Observe that it is possible to
separate this graph into two disconnected parts by cutting a single line,
along the dashed line in Fig. 5.18. Such graphs are called one-particle
reducible, and cannot carry genuinely new divergences.

If instead it is not possible to make the graph disconnected by cutting
just one line, the graph is called one-particle irreducible (often abbrevi-
ated 1PI), and can in principle carry genuinely new divergences.

In the case of A¢* theory we saw that in the four-point function there
were graphs cured by the renormalization of the two-point function and
a genuinely new divergence which required the renormalization of Ag.
If this were the case also for the six-point function, after the renormal-
ization of the field, of the mass and of A we would still be left with
a divergent result for the six-point function. To cure it, we could in-
troduce a new term proportional to ¢® in the Lagrangian, with a new
bare coupling A(g),0(A). This would give a further contribution to the
six-point amplitude, and we could choose A(g)o(A) so that it cancels
the divergence that was left. This means that we should again fix the
renormalized coupling A(g),g by comparison with experiment.



If this process never terminates, and each time that we consider a new
amplitude with a larger number of external legs we must introduce a new
coupling and fix the amplitude at a certain energy by comparison with
experiment, then the theory that we have constructed by this renormal-
ization procedure is finite, because all divergences have been reabsorbed,
but (apparently) has little predictive power, because we have introduced
an infinite number of parameters, to be fixed by experiment. Then the
theory is called non-renormalizable. Actually, even non-renormalizable
theories can be very useful, but we postpone their discussion until Sec-
tion 5.8.

If instead at some point the process terminates, we just need to elim-
inate the divergences from a few amplitudes, fixing a few parameters
by comparison with experiment, and then all the other amplitudes are
automatically finite. In this case the theory is called renormalizable.

The criterion for understanding when a theory is renormalizable turns
out to be quite simple and holds not only for the scalar theory that we are
considering, but more generally (although the actual proof of renormal-
izability for gauge theories, and especially for non-abelian gauge theory,
is far from trivial!). Consider for example a theory with interaction
Hamiltonian A\¢™, with n > 3, integer, in four space-time dimensions.
In a general Feynman diagram there will be an integration over d*k for
each loop in the graph and a factor of the type 1/((k — p)® — m?) for
each propagator on an internal line, where k is one of the integration
variables (or a linear combination of integration variables) and p is a
combination of external momenta. So each loop integration carries four
powers of momenta at the numerator and each internal line two powers
at the denominator. In this theory the superficial degree of divergence
D is then defined as

D =4L — 2N; (5.142)

where L is the number of loops and N; the number of internal lines. The
number of loops can be expressed as

L=N,—V+1 (5.143)

where V' is the number of vertices of the graph. We can check it observing
that the simplest tree level graph has one vertex and no internal line, so
V =1,N; = 0 and eq. (5.143) correctly gives L = 0. Adding a second
vertex and connecting it to the first with just one propagator still gives
a tree level graph, and eq. (5.143) still correctly gives L = 0, since we
have increased both N; and V' by one. Similarly we construct the most
general tree level graph adding each time one vertex and one internal
line. Instead, each time a new vertex is joined by two lines, we have
added a loop and correctly eq. (5.143) shows that L increases by one.
Finally, if the theory is @™, there are n lines at each vertex, so

ON; + N, = nV (5.144)

where N, is the number of external lines and the factor 2 reflects the fact
that one internal line connects two vertices. Combining these expressions
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we find

D=(n—-4)V+4—N,. (5.145)

If D > 0 we expect that the diagram is divergent, unless some numer-
ical cancellation in the leading term appears (D = 0 corresponds to
[d*k/k*, ie. to a logarithmic divergence). If D < 0 the diagram is
not necessarily convergent. In fact, the various integrations and prop-
agators could be distributed in such a way that there is a divergent
subgraph. However, these divergences are cured by the renormalization
of the Green’s function with a smaller number of points, and do not
bother us. Genuinely new divergences instead do not appear if D < 0.
The condition for renormalizability therefore is that only a finite num-
ber of Green’s functions have D > 0. Consider first the case n = 4,
i.e. A¢? theory. Then eq. (5.145) gives D = 4 — N.. Therefore the
only genuinely divergent graphs are those with no external legs, i.e. the
vacuum-to-vacuum amplitude which diverges as A* (and that will be
examined more closely in Section 5.7 in connection with the cosmolog-
ical constant problem), the two-point function that, as we have seen,
diverges as A2, and the four-point function that diverges as log A. Af-
ter renormalizing these divergences, there is no other divergence to be
cured, so the theory is renormalizable. Similarly, a theory A¢? is renor-
malizable since (n — 4)V = —V gives a negative contribution to D, and
therefore helps the convergence.

If instead n > 4, for each N, given there are graphs with a sufficiently
large number of vertices which have D > 0. Therefore all Green’s func-
tions, at a sufficiently large order in perturbation theory, have genuinely
new divergences, and the theory is not renormalizable.

The criterion n < 4 for A¢™ theory can be understood in a way that
can be generalized to other theories. The field ¢ has dimensions of mass,
since the action is dimensionless, the kinetic term is ~ f d*z(0¢)?, and
0 ~ 1/length = mass. Requiring that | d*z \,¢" is dimensionless, we
see that the coupling A, has dimensions of (mass)*~". Then the criterion
n < 4 means that:

Terms in the Lagrangian whose coefficients have either a positive mass
dimension or are dimensionless are renormalizable. Terms with neg-
ative mass dimension are not renormalizable.

In this form the criterion for renormalizability turns out to hold quite
generally, and is not restricted to ¢™ theories; the proofs however can be
very complicated and depend on the details of the theory. The intuitive
reason for this is however easily understood. If the coupling constant has
for instance dimensions 1/M? (as would be the case for a term ¢° in four
space-time dimensions) each new vertex brings in a new factor 1/M?2.
For dimensional reasons, this must be compensated by some parameter
with dimensions of mass squared. Barring cancellations, we therefore
expect to find divergences with higher and higher powers of A?/M?2.
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5.7 Vacuum energy and the cosmological
constant problem

In Section 4.1.1 we found that the vacuum energy is divergent. It was our
first example of a divergence in field theory, and we simply disposed of it
eliminating the infinity by hand, with the physical argument that only
energy differences can be observed. This physical argument is however
incorrect when we include gravity, since in general relativity any form of
energy contributes to the gravitational interaction. To understand this
point, we recall a few basic facts of general relativity and of cosmology
(see e.g. Kolb and Turner (1990)).
The energy density of the vacuum, pyac, is conveniently written as

A

vac — S _ .~ 5.146
p e, (5.146)

where A is called the cosmological constant (in this section we reserve
the symbol A for the cosmological constant and we denote the cutoff by
Acut). This normalization is chosen so that the Einstein equations of
general relativity, in the presence of a cosmological constant, read'?

G =87GT + Aguu (5.147)

where g, is the metric, G, is the Einstein tensor, which contains up to
two derivatives of the metric, and T}, is the energy-—momentum tensor of
matter. The Universe on very large scales is in a first approximation ho-
mogeneous, and can be described by the Friedmann—Robertson—Walker
(FRW) metric,

ds* = dt? — R2(t)(dx® + dy* + dz?) (5.148)

i.e. g = (1,—R? —R? —R?) in these coordinates; R(t) is known as the
scale factor (actually we have restricted for simplicity to a spatially flat
Universe, otherwise the spatial part of the metric is more complicated).
The expansion of the Universe is encoded in the fact that R(t) is growing.
The energy—momentum tensor of a fluid of matter is of the form T#, =
(p, —p, —p, —p), where p is the energy density and p is the pressure.
Then, using the above form of the metric, one can show that eq. (5.147)
implies an equation for the acceleration R,

}'? 47TGN

R 3

(p+3p). (5.149)

For ordinary matter p and p are positive, therefore p+3p > 0 and R < 0:
the effect of ordinary matter is to produce a deceleration of the expansion
of the Universe. Instead, we see from eq. (5.147) that the effect of A on
the equation for R is formally equivalent to that of a fluid with energy—
momentum tensor T#, = (A/871G)0H = pyacd¥, and therefore to a fluid
with p = pyac and p = —pyac. This means that p + 3p = —2pac < 0:
a positive vacuum energy density contributes to accelerate, rather than
decelerate the Universe!

2he signs depend on a number of
conventions on the metric signature,
Riemann tensors, etc. Here we are
following the conventions used for in-
stance in Kolb and Turner (1990) and
Landau and Lifshitz, vol. II (1979).
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B string theory, at least as far as the
masses and couplings are concerned,
the question of why they have certain
values becomes equivalent to why the
extra dimensions have a certain geome-
try (compare with Exercise 3.6) or why
certain fields acquire a given vacuum
expectation value, so in this sense they
become at least meaningful dynami-
cal questions, which however presently
we do not know how to answer. In-
stead, for the cosmological constant,
even string theory presently does not
shed any new light.

A detection of the vacuum energy is therefore in principle possible
from cosmological measurements. Without entering into the details that
are beyond the scope of this course, we just mention that the most
important observations have been obtained from type Ia supernovae and
from the fluctuations of the cosmic microwave background (CMB). The
result is usually expressed introducing the quantity

Q) = Drac (5.150)
Pe
where p. is the critical density for closing the Universe. The combination
of supernovae and CMB measurement indicates a non-zero value Q5 ~
0.7+ 0.1. Using the known value of p., this means that

V4~ 910 3eV.

vac —

(5.151)

This result stimulates us to look in more detail into the problem of the
vacuum energy, using the language of renormalization that we have just
developed. As we saw in Section 4.1.1, when we compute the vacuum
energy density we find a result that diverges quartically with the cutoff,

Pyac = cA2 (5.152)

cut ?

with ¢ some numerical constant. According to the general rules of renor-
malization of QFT, we then say that the correct starting point is a La-
grangian which also has a bare vacuum energy density. So, for instance,
for a A¢* theory we would generalize eq. (5.129) to

1 A0 4

1
L= 5(3(/50)2 - §m3¢(2) - I% - po,

where the bare vacuum energy po depends on the cutoff Ay, similarly to
mo, Ag, ¢o- Computing the vacuum energy density with this Lagrangian
we now find

(5.153)

Prac = Po(Acut) + € Ay - (5.154)

The bare quantity pg is a parameter completely in our hands; we can
choose it positive or negative, as we wish, and we fix it requiring that
the physical energy density of the vacuum py, has the value determined
by experiment. It is important to make clear two points:

e In field theory quantities like the cosmological constant, the ele-
mentary particle masses, the couplings (such as the fine structure
coupling), etc., cannot be predicted. They are just fixed, by the
renormalization procedure, to the experimentally observed values.
Questions such as why the cosmological constant has a certain
value, or why the electron mass is about 0.5 MeV, or why the fine
structure constant is about 1/137 strictly speaking are ill defined
in the framework of quantum field theory.'?

e The bare quantities, such as pg(Acut), are objects which are useful
in the intermediate steps of the calculations, but they have no
physical meaning. They are just chosen so that they cancel the
divergences and leave us with the desired renormalized quantity.
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For these reasons, a possible attitude could be simply to take notice of
the value (5.151) and observe that in QFT we can fix the renormalized
vacuum energy density to this value. However, this value of the vacuum
energy density is probably trying to tell us something very important
that we do not yet understand. There are two main reasons for this.

(i) A fine tuning argument: even if strictly speaking in the framework
of QFT we are not really allowed to ask why a renormalized quantity
has a given value, still we can make the following observation. We know
experimentally that, at least up to an energy scale of the order of one
TeV, Nature is well described by a quantum field theory, the Standard
Model. This means that in the Standard Model the cutoff A.,; can be
taken to be at least 1 TeV (= 102 eV), and eq. (5.154) numerically
reads something like

(2 x 1073eV)* = po(Acut) + ¢ (10M2eV)?. (5.155)

Therefore po(Acut) must be chosen so that it cancels something of order
10*8eV*, leaving something of order 10~'*eV*. Even if po(Acyt) is a
parameter that we can choose at will, and of no physical meaning, still
this requires an incredible fine tuning, at the level of 60 decimal figures,
and in this sense it seems very unnatural. Furthermore, this fine tun-
ing does not show up for most other observables in QFT, and is really
specific to the vacuum energy (and to the Higgs mass, see below). The
point is that most quantities have logarithmic, rather than power-like
divergences. For instance, in QED at one-loop the renormalized electron
mass m is related to the bare electron mass mg(Acut) by

3o, A2
m = mg (1 + ﬁ log m—gt> . (5.156)

0

The cutoff Ayt appears only inside the log, and in front of the log we
have a which is small. Therefore, even if we are so bold as to push
the cutoff to the Planck scale, Acue ~ 1017 GeV, with mg ~ MeV we
have (3a/4m)log A% /m3 ~ 0.1, so this is really a small correction and to
reproduce a physical electron mass m ~ 0.5 MeV we must indeed take
a value mg of the same order of magnitude. Therefore here there is no
fine tuning problem.'*

(ii) The really crucial point, however, is that the milli-eV scale indi-
cated by the experimental results does not remind us of anything mean-
ingful in particle physics (except possibly neutrino masses, but there
is no reason why the mass of any specific particle should be related to
Pvac), S0 it is difficult to see how such a value could be derived from fun-
damental physics. And especially, why, of all possible energy scales, it
turns out that this value is just comparable to the energy density needed
for closing the Universe?

14 The only other important situation
where one is confronted with a fine tun-
ing problem similar to that of the vac-
uum energy is when we consider the
renormalization of the mass of a scalar
field. As we have seen in egs. (5.131)
and (5.134), the divergence in the mass
of a scalar field is quadratic, rather than
logarithmic. If we say that the cutoff is
given by the Planck scale Mp; = 109
GeV, this poses a fine tuning problem
for the Higgs field, which is a scalar field
predicted by the Standard Model, and
is expected to have a mass around a few
hundred GeV. In fact in this case the
bare mass mg should satisfy something
like (102GeV)? = mZ + (10'°GeV)2.
However, the problem here is different
from the cosmological constant prob-
lem, since it really depends on the form
of the vacuum fluctuations from the
TeV scale up to the Planck scale, about
which we know nothing experimentally.
In particular, in supersymmetric ex-
tensions of the Standard Model this
fine tuning problem disappears because
above a few TeV the contribution of the
vacuum energy due to bosons is can-
celed by the contribution of fermions.
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5.8 The modern point of view on
renormalizability

The fact that quantum field theory is plagued by divergences was already
realized around 1929-1930 by Heisenberg and Pauli and, quite under-
standably, it was considered a major problem. It was then realized (by
Dyson in 1949, building on work of Feynman, Schwinger, Tomonaga,
and others) that in some theories these divergences can be reabsorbed
into the redefinition of a finite number of parameters. These theories
were then called renormalizable, and considered “honest” theories, while
non-renormalizable theories were considered intrinsically sick.

The modern point of view (largely stimulated by the work of K. Wil-
son) is quite different. First of all, it is important to realize that the
problem with non-renormalizable theories is not mathematical consis-
tency, but rather predictivity. As we have seen in Section 5.6, we can
reabsorb the infinities of a non-renormalizable theory, but the price is
that any N-point amplitude Ay (p1,...,pn), at a sufficiently large order
n in perturbation theory, will develop divergences which are not auto-
matically cured by the renormalization of amplitude with less than N
external legs. To cure it we must therefore introduce a new term, and a
new coupling, in the Lagrangian, and then fix this new coupling compar-
ing the contribution to Ay at perturbative order n with the experimental
value.

The fact that in principle we have to fix an infinite number of quanti-
ties by comparison with experiment is however only an apparent disaster.
The point is that, as we have seen, in a typical non-renormalizable the-
ory the coupling is not dimensionless, but rather has the dimensions of
inverse powers of mass. We suppose for definiteness that the coupling A
is dimensionally the inverse of a mass squared, so that it can be written
as 1/M?, for some mass-scale M; we also assume for simplicity that
we have just one typical momentum (or energy) scale, and we denote
it by E. Then the renormalized perturbative expansion of an N-point
amplitude Ay up to order (A\?)" reads

0 E2 E4 E2n
The quantities c1, .. .c,—1 are finite and calculable, once we have renor-

malized the amplitudes with less than N points. Because of the gen-
uinely new divergence at some order n, the coefficient ¢,, must instead
be fixed by comparison with experiment, and this is the source of the
loss of predictivity. However, we can now realize that at low energy,
E <« M, the lack of predictivity on ¢, becomes completely irrelevant,
because anyhow ¢,, is multiplied by the very small quantity (E/M)?".
Therefore, if we want to make computations with a given accuracy, we
can just renormalize a corresponding finite number of amplitudes and, as
long as £ < M, our ignorance about higher-order divergences is beyond
the desired accuracy.
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This means that:

Non-renormalizable theories are perfectly acceptable low-energy
theories.

At E ~ M the expansion (5.157) blows up, signaling that the theory
is no longer meaningful, and a more complete theory must take its place.
We therefore see that non-renormalizable theories have a built-in scale
M that provides their limit of validity.

Renormalizable theories, in contrast, have no built-in mass-scale M
which tells us from the beginning that we cannot trust them at £ > M,
and in principle they are mathematically consistent and predictive at
any energy scale. The distinction between renormalizable and non-
renormalizable theories, however, can be more mathematical than phys-
ical. For instance QED is a renormalizable theory, and so we could
naively hope that it correctly describes Nature up to arbitrary energy
scales. But in fact, experimentally we know that at a mass-scale M ~
100 GeV QED merges with weak interactions in a larger theory, the
Standard Model, and so pure QED is in any case a low-energy approxi-
mation to a more complete theory.

In other words, renormalizability is related to the behavior of the
theory at infinitely large energies or, equivalently, at infinitesimally small
distances. As such, it reflects rather formal mathematical properties
of the field theory, since we can never test a theory up to infinitely
large energies, not only practically, but even in principle, since quantum
gravity must come into play at the latest at the Planck scale, Mp; ~
1019 GeV, i.e. at distances [ ~ 10733 cm.

Rather than focus on the concept of renormalizability, the modern
approach focuses on the concept of effective field theory. The really
crucial point is that if we want to compute, with a given precision,
processes that take place at a given length-scale [ (or, equivalently, at a
corresponding energy scale E), we do not need to know the full theory
at infinitely small distances or infinitely high energies. To study what
happens in an atom, at I ~ 1078 cm, we do not need to know what
happens at the scale [ ~ 107!7 cm, typical of weak interactions, except
if we are looking for extremely fine effects, and certainly we do not need
to know what happens at [ ~ 10733 cm where quantum gravity becomes
important. Once we have fixed the scale | which we are interested in
and the level of precision that we want to get from our computations,
all we need to know is the effective theory down to a lenghtscale [, a
few orders of magnitude smaller than /. How many orders of magnitude
depends, of course, on the level of precision at which we aim.

In Chapter 8 we will discuss the Fermi theory of weak interactions,
which is the low-energy limit of the electroweak theory. We will see that
it is an extremely useful low-energy theory, despite the fact that it is not
renormalizable.

A very important example of a non-renormalizable theory is the the-
ory obtained quantizing general relativity. The coupling constant in this
case is the Newton constant which dimensionally, in our units A =c =1,
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is the inverse of mass squared, G = 1/M3,. Therefore quantum grav-
ity is not renormalizable. However, the loss of predictivity comes into
play only in processes that probe space-time down to distances of order
of the Planck length Ipj = 1/Mp; ~ 10733 cm. Such small scales will
never be reached in accelerator physics, and probably our best hopes
to get information on such small length-scales, or correspondingly high
energies, come from some relics of the Big Bang. In any case, in “nor-
mal” conditions, classical general relativity gives a completely adequate
description, and the lack or renormalizability of the quantum theory is
irrelevant.

In Section 9.5 we will come back to the effective Lagrangian approach,
and we will see that it is rooted in the concept of universality for critical
phenomena.

5.9 The running of coupling constants

A surprising effect of the renormalization procedure is that, after renor-
malization, the coupling “constants” are not constant at all, but they
depend on the energy. We have already seen this in eq. (5.141), where
we computed the 2 — 2 scattering amplitude when the center of mass
energy squared is ¢2. This is nothing but the effective coupling constant
at E? = ¢2, and we see that it is different from the value A at E = 0.
We found in eq. (5.141) that at energies E > mp the amplitude can be
written as

iMa_o(q?) = —ider(E), (5.158)

where the effective one-loop coupling constant A.g(F) is given by
E
At (E) = Ag + AR50 log —+ O\}). (5.159)
R

The same formula holds in the limit £ <« mpg, as one can see from
explicit calculation. We see that the sign of the coefficient §y plays an
especially important role. If 5y > 0 the coupling increases in the UV
(until it becomes large and we cannot trust the perturbative expression).
If instead By < 0 the coupling becomes smaller when we go to higher
energies.

Theories where the coupling becomes small in the UV are called
asymptotically free. Asymptotic freedom means that at large energies
(and therefore at short distances) the fields which appear in the La-
grangian can be treated perturbatively. The other side of the coin, how-
ever, is that in an asymptotically free theory at low energies (i.e. large
distances) the coupling becomes strong, and the perturbative treatment
is inadequate. In this regime, the degrees of freedom that one actually
observes are not described by the fields that enter in the Lagrangian, but
are rather composite objects built from these more fundamental degrees
of freedom, and bound by the strong interaction.

The most important example of this situation is QCD. As we will see
in Chapter 10, in QCD the basic fields which enter the Lagrangian are
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quarks and gluons, and at distances | < 1 fm their interaction can be
treated perturbatively. At [ ~ 1 fm, however, the interaction becomes
strong and quarks and gluons do not even appear as free particles, but
rather they are confined into hadrons.

In this section we study the dependence of the coupling constants
on the energy (the “running of the coupling constants” as it is usually
called) in more detail. The rest of this section is more advanced and can
be skipped at a first reading.

First of all, let us be more general: rather than focusing on the four-point
function, we consider a generic n-point function. A general renormalized n-
point function I'r depends on the external momenta p; (or simply on just one
invariant ¢2 if we choose a simpler kinematical situation, rather than the most
general), on the renormalized coupling gr (for a general theory, not necessarily
of a scalar field, we use the notation g rather than A for the coupling; we also
assume for simplicity that there is just one coupling, but the generalization
is straightforward), and on the scale p used to define the renormalization
procedure,

I'r =Tr(pi;gr, 1) - (5.160)

In the previous section we renormalized the theory choosing u = mpg: we first
defined mg as the position of the pole in the propagator; we then defined the
renormalized fields requiring that their two-point function has residue +i at
the pole p? = m%. We finally fixed the finite value of the four-point function
at zero momentum, i.e. when the square of the center-of-mass energy s was
equal to 4m%. So mg was always our mass-scale used to fix the finite values
of the renormalized quantities.

However we can be more general, and use a generic mass-scale u to define
the renormalization procedure. For instance, we can decide to fix the value
of the renormalized constant looking at the four-point amplitude at a value
¢ = u? > m%, or even at a space-like value ¢ = —p?. It is quite useful to
keep p generic and see what are the consequences of a change in pu.

The relation between I'r and the bare n-point function I'g ist®

Cr(pi; gr,p) = 2"/ (go(A)» %) Lo(pi; go(A), A) . (5.161)

The important point is that I'r, by definition, does not depend on the cutoff
A. We have adjusted the bare coupling, bare mass and field renormalization
just in such a way that all renormalized Green’s functions are finite. In the
following we will be interested in the situation where the typical energy scales
are much bigger than the masses, and we will neglect all mass dependences.

T'p instead has been computed in the regularized theory, using the bare
coupling and the bare masses, and therefore depends on the cutoff A both ex-
plicitly and, implicitly, through the bare coupling go(A) and the bare masses,
while of course it is independent of p, because the scale p enters only af-
terwards, when we fix the value of the renormalized Green’s function with a
renormalization prescription at momenta given by p, e.g. at ¢ = p? for the
four-point function.

The factor Z~"/? is the contribution from the wave function renormalization
of the n fields. As we have seen, it is obtained computing first the two-point
amplitude in the bare theory. The result of this first step is therefore a function
of A, of go(A) and of p?; then Z is defined fixing the value of the numerator of

15We assume for simplicity that in the
theory there is only one type of field.
Otherwise, the wave function renormal-
ization factors depend on the field, and
in eq. (5.161) there will be a factor
Z=1/2 for cach field.
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161y principle, 7 depends also on A/pu.
However Z depends on A/p through
terms ~ logA/u, which after taking
the derivative with respect to log A
are independent of u. There are also
subleading terms loglog A/p in Z; af-
ter taking the derivative these become
1/(log A/p) and disappear in the limit
A/p — o0, leaving a finite function
n(go)-

the two-point function at a given value of p? = u?. For instance, in Section 5.6
we fixed it choosing u = mg and requiring that the residue of the pole of the
propagator at p> = m% is 4+4. So, in general, Z is a function of A, go(A) and
u (and not of p?), see e.g. eq. (5.137). Since Z is a dimensionless quantity, it
can only depend on A and p through their ratio A/p, in the high-energy limit
in which all masses can be neglected.

Since I'r is independent of A, we can write

T
AT =0 (5.162)
and using eq. (5.161) we obtain
A+ Blg0) 3 — m1(g0) | Topis oy A) = 0
aA gO 7”7 gO 0 p’tagoa - bl (5163)
where
_ x990
B(go) = A-L (5.164)
d 1
n(go0) = 2 A-ylogZ. (5.165)

Equation (5.163) is called a renormalization group equation, and egs. (5.164)
and (5.165) define the beta function and the eta function of the theory.®

Equations (5.163)—(5.165) can be solved by the method of characteristics.
We introduce a dilatation parameter u and the solution is given by

A n
To(pis 90, =) = Zeg" ()P0 (pis gerr (u), A) (5.166)
where get(u) is defined as the solution of the equation
dgeﬁ
= o 1
u B — g () (5167)

with the initial condition ges(1) = go, and Zeg(u) is defined as the solution of

4 log Zeg = 1(gest (u)) (5.168)

1

2" du
with the initial condition Zes(1) = 1. We see that geg plays the role of an
effective bare coupling constant, and a change in the cutoff is equivalent to a
change in gegr and in Zeg. To study what happens as we remove the cutoff we
must take the limit v — 0. Equation (5.167) can be written in the integrated

form
/geff (u) dg
9% B(g")

We see that in the limit © — 0 the integral on the left-hand side must diverge,
and this is possible only if, as u — 0, gesr(u) approaches a zero of the beta
function.

In general the renormalization of the coupling has the form

=logu. (5.169)

gr = go — Bogo log A+ O(gp) . (5.170)

The dependence of go on the cutoff is obtained inverting the above relation,

go = gr + Pogrlog A + O(g%) (5.171)
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and therefore

B(g0) = dﬁ)ggoA = Bogs + O(g5) - (5.172)

This shows that there is always a zero of the beta function at go = 0, and it
is possible to remove the cutoff while at the same time sending go(A) — 0.

In other words, given a regularized theory, with a cutoff in momentum
space or, for example, on a space-time lattice (which is another possible UV
regulator) we find the limit A — oo (or the continuum limit in the case of a
lattice) tuning the bare couplings toward a zero of the beta function. This is a
way to see things that has very important applications to statistical mechanics
and critical phenomena, as well as in lattice gauge theory, and we will come
back to it in Section 9.5.

There is another way to extract information from eq. (5.161), which is
more useful from the point of view of particle physics. We rather write the
equation as 'y = Z™2T'r and we use the fact that I'¢ is independent of
the renormalization point p. Instead I'r depends on p explicitly, and also
through the renormalized mass and coupling. Let us again neglect all mass
terms. Then we write

dlg 0 0
= =2 = = — T'r(pi;gr, 1) . .1
0 " /La'quﬁ(gR)agRJrn’Y(gR) r(Pi; R, 1) (5.173)
where now d
gR
= 2= 174
B(gr) m (5.174)
and
( )_l il Z (5.175)
YGr) = 2ud,u 0g 4 . :

Equation (5.173) is the Callan—Symanzik equation. This equation is formally
very similar to the one previously studied, but now we have the renormalized
coupling gr rather than the bare coupling go. It tells us how I'r changes
if we change the renormalization point p. The reason why this equation is
very useful is that, in the high-energy limit where all masses can be neglected,
using dimensional arguments the dependence on p can be translated into a
dependence on the energy. In fact, if dr is the mass dimension of I'r, then
I'r(pi; gr, 1) for dimensional reasons must have the form

Tr(pi;gr, 1) = p'" F (gR, %) (5.176)

with F' a dimensionless function. Using again the method of characteristics,
eq. (5.173) implies that

Ur (pigr, &) = 2 (D033 gen(u), 1) (5.177)
where now ges(u) is defined as the solution of the equation

d
wTE = B(ge (u)) (5.178)
with the initial condition ges(1) = gr, where gr is the value of the renormal-
ized coupling constant at the reference scale p. Similarly, Zeg(u) is defined as
the solution of

1 d
U108 Zewr = —(gest () (5.179)
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with the initial condition Z.g(1) = 1. Using eq. (5.176) we see that

dp
o B) 2 upi\ _ 1 .
T'r (Pugm u) = i F (gR, p ) =i Tr(upi; gr, 1) - (5.180)

Combining egs. (5.177) and (5.180) we find
Cr(upis gr, 1) = u™ Z2g"* ()T R (pi; gerr (u), ) (5.181)

Writing eq. (5.179) in the integrated form, we can rewrite the above expression
as

logu

Lr(upi; gr, p) = u™" exp {n/ 7(gerr) (u')dlog u’} Lr(pis gesr (u), 1) -
0 (5.182)
We see that the rescaling of energies (in the limit when masses can be ne-
glected) is summarized by two effects: first of all, naive dimensional analysis
does not work anymore. Instead of a simple overall factor u we get also
a modification determined by the + function; 7y is then called the anomalous
dimension. Its origin is in the divergencies of field theory, which force us to
introduce a new mass-scale (the cutoff, which is sent to infinity and is replaced
by the renormalization point u), and spoiled naive dimensional analysis. Sec-
ond, the coupling gr at the scale u is replaced by ges(u), or ges(E) with
E = up, which is called the running coupling constant. Therefore gegs(FE)
plays the role of an effective renormalized coupling constant. We see that the
beta function 3(g) contains important information. In particular, the sign of
the beta function near g = 0 is crucial, as we will see below and in Section 9.5.
In the case of A¢? theory the explicit one-loop computation is very simple,
since there is no wave function renormalization at one loop, and the result
comes just from the graph of Fig. 5.9. We computed it in Section 5.5.2 where

we found 3
. 2
Ar = Xo + )\0—167r2 log A, (5.183)
Therefore the one-loop beta function is
3
B(X0) = FoAi +O(AD) . Bo= 163" (5.184)
Limiting ourselves to one-loop, the explicit integration of
E-L g = Bor? (5.185)
dE eff = POAeff 5 .
with the initial condition Aeg(E = p) = Ax, gives
Ax
Aeti(E) (5.186)

T1- BoAslog(E/p) -

Comparing with eq. (5.159) we see that the renormalization group (RG) anal-
ysis has provided a resummation of a whole class of logarithmic terms. Ex-
panding eq. (5.186) in powers of A, we get

Aett(E) = A (5.187)

14+ i cn(E)AY
n=1

with "
cn(FE) = (ﬂo log %) . (5.188)
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We might ask what we have really gained, since we used only the one-loop
beta function, so one might think that eq. (5.187) is not justified beyond
the term n = 1 that we already knew. However, we will see in Exercise 5.4
that the effect of higher-loop corrections to the beta function is to produce
additional terms proportional to loglog E in the denominator of eq. (5.186),
see eq. (5.198). Including these corrections, the coefficients ¢, are modified
from the value given in eq. (5.188) to a value of the form

n

cn(E) = |Bolog % +O(loglog E)| . (5.189)

Then the term in ¢, proportional to (log E)" is not affected by higher-order
corrections to the beta function, while, at each order n, in ¢, there are also
terms of order (log E)"~' and smaller, that are missed using only the one-loop
beta function. Therefore the resummation (5.186) is useful when log(E/u) >
1, since in this case at each order n we have picked the term which dominates
at high energies. In turn, this means that eq. (5.186) is really useful only
when By < 0, since in this case when log(E/u) > 1 we have Aeg(F) < 1
and perturbation theory is consistent. Equation (5.186) is called the leading
logarithms approximation.

However, in the case of A\¢p? we have By > 0 and therefore the running
coupling increases in the UV. Formally, eq. (5.186) would even predict that
et (E) diverges at

E=pu exp{ﬁo)\* } . (5.190)

Of course this result should not be taken literally, because as soon as Acg(E)
becomes of order one the whole perturbative expansion, even if improved by
RG, blows up and cannot be trusted anymore. The correct conclusion, instead,
is that, even if we started with A, < 1, there is a critical energy at which the
theory enters in a strong coupling regime.

Besides our toy model \¢*, it turns out, more importantly, that Go >
0 in QED. This means that in QED the fine structure constant increases
with energy, and formally there even exists an energy scale where it becomes
strong. The energy similar to eq. (5.190), where formally the one-loop running
coupling diverges, is called the Landau pole. However, the running is very
slow, since it is logarithmic, and long before the theory enters in the strong
coupling regime, we arrive at the electroweak scale, where QED in isolation is
no longer the correct theory. From this point on, the evolution of @ must be
studied in the context of the Standard Model and possibly of its high-energy
extensions.

From its low-energy value o = 1/137.035 999 11(46), the fine structure con-
stant at the Z° mass Mz = 91.1876 + 0.0021 GeV grows only to the value'”

1
a(M.

S — 191
%) = 137918 £ 0.018 (5.191)

If instead By < 0, we see from eq. (5.186) that the running coupling becomes
smaller and smaller at high energies (and therefore the perturbative result is
more and more accurate). As we mentioned at the beginning of this section,
this property is known as asymptotic freedom and is one of the most important
features of quantum chromodynamics, the theory of strong interactions. The
running of the strong coupling, which is denoted by «s, is well-verified exper-
imentally, see Fig. 5.19, taken from S. Eidelman et al., Phys. Lett. B592, 1
(2004).

776 be precise, this is the value of the
fine structure constant, renormalized in
the so-called MS-scheme. We do not
enter into the details of how this is de-
fined. See e.g. Peskin and Schroeder
(1995), page 377.
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Fig. 5.19 Summary of the values of
as(p) at the values of 1 where they
are measured. The lines show the
central values and the +1o limits
of the average. The figure clearly
shows the decreases in as(u) with
increasing p. The data are, in in-
creasing order of p: 7 width, T de-
cays, deep inelastic scattering, eTe™
event rate at 22 GeV from the
JADE data, shapes at TRISTAN at
58 GeV, Z width, and eTe™ event
shapes at 135 GeV and 189 GeV.
From S. Eidelman et al., Phys. Lett.
B592, 1 (2004).
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Summary of chapter

e The aim of this chapter was to set up the formalism for computing

the transition amplitudes between initial and final states, with
an arbitrary number of incoming and outgoing particles, i.e. to
compute the S-matrix elements (5.16).

The first step is the LSZ formula (5.46), which expresses the S-
matrix elements in terms of the vacuum expectation value of a
T-product of fields. In eq. (5.46), ¢ is the Heisenberg operator
that evolves with the full Hamiltonian, including the interaction
term, so it is not a free field. The T-product is defined in eq. (5.32).
The next step is given by eq. (5.67), where we write the vacuum
expectation value of the T-product of the fields ¢ (which evolve
with the full Hamiltonian) in terms of a free field ¢; (the interac-
tion picture field) and of the interaction picture Hamiltonian, H,
which is a function of the free fields ¢;. The perturbative expan-
sion is the expansion of the exponential in eq. (5.67) in powers of
the interaction Hamiltonian. Observe that from now on the inter-
action picture field ¢; will be denoted simply by ¢, while the fully
interacting field will not appear again.

Expanding the exponential of the Hamiltonian we are left with the
task of computing vacuum expectation values of free fields. The
actual computation is enormously simplified by the use of Wick’s
theorem and of Feynman rules (Section 5.5). A basic role is played
by the Feynman propagator (Section 5.4), since Wick’s theorem
reduces the vacuum expectation value of the product of N fields,
with NV arbitrary, to a sum of products of Feynman propagators.
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All contributions can be represented graphically by Feynman dia-
grams.

e We can now perform explicit calculations, and we discover that
Feynman graphs containing closed loops are in general divergent.
To cure these divergences one first regularizes the theory, intro-
ducing a cutoff. The couplings, fields and masses which appear
in the Lagrangian are then given a dependence on the cutoff (and
are now called bare couplings, bare fields and bare masses) chosen
so that the divergences coming from the loops are canceled, and
physical observables (like the renormalized masses and couplings)
are finite.

e Theories where the divergences can be reabsorbed in a finite num-
ber of parameters are called renormalizable, and are mathemat-
ically consistent and predictive, in principle at any energy scale.
Non-renormalizable theories, however, can still be perfectly accept-
able low-energy theories, and have an intrinsic mass-scale above
which we know that they must be replaced by a more fundamen-
tal theory.

e As a consequence of the renormalization procedure, the physical
(i.e. renormalized) coupling constants are not at all constant.
Rather, their value depends on the energy scale at which they
are measured. If the coupling goes to zero in the high-energy limit
the theory is called asymptotically free. The theory of strong in-
teractions, QCD, turns out to be an asymptotically free theory.

Further reading

e The subject of perturbative expansion, Feynman mology, Elsevier, San Diego 2003. See, e.g. Sec-

diagrams, renormalization, etc. is treated in detail
in all QFT textbooks. Excellent and very detailed
discussions are given in Itzykson and Zuber (1980),
Peskin and Schroeder (1995) and Weinberg (1995).
At a simpler level, a clear book is Mandl and Shaw
(1984).

The measurement of the cosmological constant dis-
cussed in Section 5.7 are very important and are
very likely to become even more important in the
future. A book discussing the modern develop-
ments in cosmology is S. Dodelson, Modern Cos-

tion 2.4.5 for a discussion of vacuum energy and
type la supernovae. Beautiful recent experimen-
tal results on type la supernova are reported in
A. Riess et al., astro-ph/0402512.

Fluctuations in the cosmic microwave background
(CMB) have been measured with great accuracy
by the WMAP experiment, see e.g. C. L. Bennett
et al., First Year Wilkinson Microwave Anisotropy
Probe (WMAP) Observations: Preliminary Maps
and Basic Results, Astrophys. J. Suppl. 148 (2003)
1 [arXiv:astro-ph/0302207].
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Exercises

(5.1)

(5.2)

(5.3)

Using the definition (5.69) and the expression of
the T-product in terms of the theta function, show
that the Feynman propagator is a Green’s function
of the KG operator, i.e. it satisfies

(Oz + m*)D(@ —y) = —i6™W (z — y).
Show that this is true in general for the T-product
of N-fields (5.43), justifying the fact that we have
called them the N-point Green’s function.

Solve eq. (5.192) going in momentum space and

study to what boundary conditions corresponds
each prescription for going around the poles.

(5.192)

Consider a scalar theory in d space-time dimen-
sions whose action has the standard kinetic term
[ d*z(8¢)? and an interaction term [ dz A¢™. Ac-
cording to the counting argument presented in the
text, for what values of n and d is the theory renor-
malizable?

In the text we have written the interaction as A¢™*.
We could instead study the theory with interaction
term : A¢? ;. Compare the perturbative expansion
in the two cases. In particular, show that the mass
renormalization is different, and with the interac-
tion term : A¢* : it vanishes at O().

In QCD the perturbative expansion is an expansion
in powers of g% and, at the two-loop level,

dlggE = —fog® = B1g° +O(g"),

with Bp > 0 and (1 > 0. In terms of as = g2/(47r),

dCls 2 3 4
”Og E 05 10 C(as) )

(5.193)

(5.194)

with bg > 0 and b; > 0.

(i) Neglect the term O(a3) and verify that the so-
lution is

3 a(p)

(5.195)

where p is a mass-scale of reference, used to fix the
initial condition. Define a new mass-scale Aqcp as

1
A = —_—— . 1
acn = pexp{ g | (5.196)
Verify that eq. (5.195) can be rewritten as
oB) = — 2 (5.197)
a bo IOg(E/AQCD) ’ '

Therefore the coupling is small (and the approxi-
mation of neglecting the term O(a?) in eq. (5.194)
is justified) when E > Aqcp. Experimentally,
Aqcp ~ 200 MeV, and typically the perturbative
calculations are valid at £ > 1 GeV.

(ii) Using eq. (5.197) as a lowest-order solution,
show that the solution of eq. (5.194) at two loops,
i.e. including the term O(a?), can be written as

1

)= bo log(E/Aqcp) + Z—é loglog(E/Aqcn) |
(5.108)

after a suitable redefinition of Aqcp.



Cross-sections and decay
rates

In the previous chapter we have understood how to compute matrix
elements between initial and final states and how to make them finite.
We will see in this chapter how to use these matrix elements to compute
scattering cross-sections and decay rates.

6.1 Relativistic and non-relativistic
normalizations

It is useful first of all to clarify a difference between the relativistic
and non-relativistic normalization of one-particle states. To make the
argument cleaner, we first consider a system in a cubic box with spatial
volume V' = L3. At the end of the computation V will be sent to infinity.
Momenta are therefore discrete; for instance, if we use periodic boundary
conditions, p = 27n/L with n = (ng,ny,n,) a vector with integer
components. In non-relativistic quantum mechanics a one-particle state
with momentum p in the coordinate representation is given by a plane
wave

Up(x) = CeP™ (6.1)

and the normalization constant is fixed by the condition that there is
one particle in the volume V,

| dalialoP =1. (6.2)
5

This fixes C = 1/ VV. Wave functions with different momenta are or-
thogonal, and therefore

/V d*x ¢;1 (X)wpz (x) = dp1,ps - (6.3)

Writing ¢p(x) = (x|p) and using the completeness relation [ d®z |x)(x| =
1, we can rewrite this as

(p1lp2) " = 6p, p, - (6.4)

The superscript (N R) reminds us that the states have been normalized
according to the conventions of non-relativistic quantum mechanics.

6.1
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6.3
6.4
6.5
6.6
6.7

Normalizations
Decay rates
Cross-sections
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Solved problems
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In relativistic QF T this normalization is not the most convenient, be-
cause the spatial volume V is not relativistically invariant, and therefore
the condition “one-particle per volume V” is not invariant. We have
already introduced in eq. (4.11) a more convenient Lorentz-invariant
normalization; in a finite box, using eq. (4.6), it reads

<p1|p2>(R) = 2EP1V6P17P2 . (65)

Therefore the difference between the relativistic and non-relativistic nor-
malization of the one-particle states is

p) = 2B, V)2 [p) M, (6.6)

and of course for a multiparticle state

P1s. . pa) ) = (H(zEpivW) P1y- Py V) (6.7)

i=1

We denote by M; the scattering amplitude between the initial state with
momenta qz, ..., Q. and the final state with momenta p, ..., p, , with
non-relativistic normalization, and by My; the same matrix element
with relativistic normalization of the states. Then
n m
My = [[(2Bp, V) [[(2Eq, V) /> M. (6.8)

i=1 j=1

We saw in Chapter 5 that the S-matrix can be written as S = 1 4 T
and that it is convenient to extract a factor (2m)*6) (P, — Pf) from T,
where P; and Py are the total initial and final four-momenta. Then

S =1+ (2n)*6W (P, — Py)iM . (6.9)

If we take the matrix element of S between the initial state |¢) and the
final state (f|, taken with the non-relativistic normalization, then the
matrix element of the operator M is just M¢; while the matrix element
of the identity operator is just a Kronecker delta, because of eq. (6.4),

Spi=08pi + (2m) W (P, — Pp)iMy, . (6.10)

6.2 Decay rates

Consider first the case in which the initial state is a single particle with
four-momentum p and mass M, and the final state is given by n particles
with four-momenta p; and masses m;, ¢ = 1,...n. We are therefore
considering a decay process. Assume for the moment that all particles
are distinguishable.

The rules of quantum mechanics tell us that the probability for this
process is obtained by taking the squared modulus of the amplitude and
summing over all possible final states. In eq. (6.10) the term d; gives
of course zero because the initial and final states are different. When



we take the square of the other term we are confronted with the square
of the delta function. To compute it, we recall that we are working in a
finite spatial volume and, from eq. (4.6),

(2m)363)(0) = V. (6.11)

Similarly, we regularize also the time interval, saying that time runs from
—T/2 to T/2 (at the end of the computation T — o0) so that

(2m)*W(0) =VvT (6.12)
and
|(27)26W (P, — Pp)iMypi|* = 2m)*0W (P — Pp) VT | My, (6.13)

We must now sum this expression over all final states. Since we are
working in a finite volume V/, this is the sum over the possible discrete
values of the momenta of the final particles. In the large-volume limit
for each particle we can write, using eq. (4.5)

Z — (2‘7/;)3 /d?’pi. (614)

It is interesting to understand this result physically, observing that in
statistical mechanics the integration measure over the phase space is

3. 73
d”zid pi (6.15)
(2m)3
for each particle. The factor (27)3 is simply the volume of the cells of
the phase space, h® = (27h)3, in units 4 = 1. In our case the particles
are momentum eigenstates and are completely delocalized in space, so
the scattering amplitude depends on the momentum but not on the
positions of the particles, and we can integrate over d®x;, obtaining the
volume factor.

In conclusion, the probability dw for a decay in which in the final state
the ¢-th particle has momentum between p; and p; + dp; is

45(4) 2 & Vdpi
dw = (21)*6™ (P, — Py) VT| My HW'
=1

This is the probability that the decay takes place at any time between
—T/2 and T/2. We are more interested in the decay rate dI', which is
the decay probability per unit time, and therefore is obtained dividing
by T,

(6.16)

3

ar = @m's 9 (P = P VMGl [T 5+
i=1

(6.17)

and by construction has a finite limit for 7" — oco. To get rid of the
divergent V factors we now express this in terms of the matrix element
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with relativistic normalization. Using eq. (6.8) we see that the volume
factors cancel, and we are left with

n

1 d3pi
a0 = n)*0 00 =3 ) g Ml I my
i p v

i=1

(6.18)
where E, is the energy of the initial particle and F; of the final particles.
Various observations are in order:

e Energy-momentum conservation is guaranteed by the Dirac delta.
In particular, if M < )", m, the process is forbidden.

e The factors d®p;/E; are relativistically invariant.

o My, is computed with the relativistic normalization of the states
and therefore is just the matrix element that we learned to compute
in Chapter 5, and it is relativistically invariant.

e The factor 1/(2E,) reduces to 1/(2M) in the rest frame of the
decaying particle. In a generic frame in which the particle has
speed v, we have E, = yM with v = (1 — v?)7%/2 and therefore
the rate I' is smaller by a factor «. The lifetime of a particle is the
inverse of its total decay rate (i.e. of the rate dI' integrated over
momenta and summed over all possible decay modes). Therefore
the factor « is nothing but the relativistic dilatation of time.

It is useful to define the (differential) n-body phase space d®™),

n d3p
(n) = 454 (p _ i
Equation (6.18) can therefore be written as
ar— — |IMi|* do™

Finally, observe that if n of the final particles are identical, configurations
that differ by a permutation are not distinct and therefore the phase
space is reduced by a factor n!.

6.3 Cross-sections

Consider a beam of particles with mass my, number density (that is,
number of particles/unit volume) n{ and velocity v; impinging on a
target made of particles with mass ms and number density n9, at rest.
The superscript 0 on n? is meant to stress that these are the number
densities in a specific frame, that with particle 2 at rest. Assume for
simplicity that both types of particles have a uniform distribution (it is

not difficult to generalize to a non-uniform distribution, as one can have



in a typical beam). The number of scattering events, N, that take place
per unit volume and per unit time will be proportional to the incoming
flux nYv; and to the density of targets nY. The proportionality constant
is, by definition, the cross-section:

dN = ovining dVdt. (6.21)

Dimensional analysis shows immediately that ¢ has the dimensions of
an area. Equation (6.21) holds in the rest frame of the particles of type
2. We want to write a similar expression in a generic frame. First of all,
in a generic frame, we define the cross-section as the Lorentz invariant
quantity that, in the rest frame of particle 2, is given by eq. (6.21).
The number dN is Lorentz invariant (its integral is the number of clicks
of the detector, so it is clearly independent of the reference frame), and
dVdt = d*x is also invariant. Therefore we must find a Lorentz-invariant
expression that, in the rest frame of particle 2, reduces to v1n{nJ. This
is given by (see, e.g. Landau and Lifshitz, vol. IT (1979), Section 12)

nlng\/(vl — V2)2 — (Vl X V2)2, (622)

where n1,no are the number densities of the two types of particles in
the frame where their respective velocities are vy and vy (note that the
number density is not invariant, but transforms as the inverse of a spatial
volume). If the particles are collinear, we simply have

dN = CT"Ul - Uz‘nlnz dVdt. (623)

It is convenient to define the quantity

I = (p1p2)2 — m%m% = ElEQ\/(Vl — V2)2 — (V]_ X V2)2, (624)

so that

dN =o¢ (n1V)(nedV)dt . (6.25)

VEEs
Integrating over dV', naodV gives the total number N, of particles of
type 2, while n1V = N;. Then the total number of events per unit
particle of type 1, per unit particle of type 2 in a total time T is given
by oIT/(V E1E2). However, this is nothing but the probability of the
event, i.e. the square of the matrix element, summed over all final states.
Therefore

VE\E, 45(4 / 5 VidPp;
= 200, — PHVT [ |My;|? 2
7= en SR VT [Pl s 629
or, in differential form,
V2E,E, A e Vdip;
do = ——2 2m)*6W (P, — Py) |My;|? i 6.27
7= s P = P [T s (6.27)

We now pass from |My;|?> to [M¢;|2. The two initial particles bring a
factor 1/[(2E1V)(2E2V)] so the overall factor V2E; E5 cancels, and the
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n final particles bring each one a factor 1/(2E;V') so that also the volume
factors in Vd3p; cancel. The final result is then

1 T dEp

454 _

do = (2m)'6 (P, = Pr) 7 IMyi* [ ] G2 (6.28)
i=1 v

Observe that in the above expression the factors I, My; and dp;/E;
are separately Lorentz invariant, so the Lorentz invariance of the cross-
section is evident. The term 47 is called the flux factor. In terms of the
phase space (6.19), eq. (6.28) reads

_1 2 ()
do = = [Myil”do™ . (6.29)

6.4 Two-body final states

Consider first the decay of a particle of mass M into two particles of
masses mq,mo. Since the phase space is Lorentz invariant, we can com-
pute it in the frame that we prefer, and of course the simplest choice is
the rest frame of the initial particle. Then

d*py d*ps
(27‘[‘)32E1 (27‘[‘)32E2 '

do? = (27)*6(M — Ey — E2)6®) (py + p2) (6.30)
We have six integration variables and four Dirac deltas, so we can reduce
this to only two integrations. We can perform explicitly the integration
over d®py using the Dirac delta 6(3) (p1 + p2), and we are left with a
phase space which is still differential with respect to d®p1,

1 1

do® =
(27T)2 4E1E2

§(M — Ey — Ey)d®p; . (6.31)

Of course here E2 = p3 + m2 where now py has become a notation for
—p1 instead of being an independent integration variable. We now write
d3p1 = pdp1dQ, where d is the infinitesimal solid angle and p; = |p1],
and we integrate over p; using the conservation of energy, i.e.

1 e 1
d®® = P dQ/O ——pldp:6 (M - \/p% +m? — \/p% +m3

4FE1 FEs
(6.32)
The integral is easily performed using the identity
1
o(f(x) = ——d0(x—=x 6.33

where xq is the zero of f(z) (if there is more than one zero we must sum
over all of them, but in this case there is only one zero in the integration
domain p; > 0 ) and we find

1

2 - -
d 3272 M2

[M* + (m] —m3)? — 2M*(m} + mg)]l/2 dQ. (6.34)



In the limit m1 = my = m this simplifies further to

2
do® = 114 g

5972 e , (6.35)

where we have assumed that the two particles are distinguishable. If
instead they are identical, the phase space is reduced by a factor 1/2!.
Another common situation is m; = m, mo = 0, in which case

1 m?
2) _
do® = 392 (1 - W) Q. (6.36)

Observe that the phase space goes to zero when the decay products have
the maximum mass compatible with the conservation of energy, i.e. at
m = M/2 in eq. (6.35) and at m = M in eq. (6.36). Using eq. (6.20)
we can write the differential decay rate for a two-body decay, dI'/dS2,
where d) = dcos 0 d¢. In the rest frame of the decaying particle, it is

= oy M+ (= md)? = 20r(md 4 md)] M.

(6.37)
In principle, My; depends on the angles 0, ¢. If the decaying particle
has spin, it is convenient to choose the direction of the spin as the polar
axis. In the absence of external fields we have cylindrical symmetry
around this axis (the symmetry could be broken, for instance, by an
external magnetic field pointing in a direction different from the spin
of the particle), and in this case My; does not depend on ¢ and the
integration over d¢ simply gives a factor 27. If furthermore the particle
has spin zero, there is no preferred direction and the decay is isotropic,
i.e. My; is independent also of #, and the integration over d) gives
simply a factor 4.

dr’

Consider now a scattering process 2 — 2. We consider an initial state
with two particles with masses mi, mo and four-momenta pq,ps, and
a final state with two particles with masses ms, m4 and four-momenta
p3,Pa. It is useful to introduce the Mandelstam variables s,¢ and wu,

5= (p1 +p2)27
t=(p1—ps)?, (6.38)
U= (Pl *p4)2-

These variables are clearly Lorentz invariant, and satisfy the relation
s+t+u=mi+mi+mi+mj, (6.39)

as one verifies immediately from the definitions, using energy—momentum
conservation, p; + ps = p3 + p4.

It is convenient to work in the center of mass (CM), where the incom-
ing particles have four-momenta p; = (E1,p) and pa = (F2, —p), with
E? 5 = p? +mi,. Computing s in the CM we find s = (E; + E)?,
so the center-of-mass energy is 1/s. Observe that in a Feynman graph
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Fig. 6.2 A t-channel amplitude.
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like Fig. 6.1 the momentum of the intermediate particle is p; + p2, so its
propagator is a function of s; for instance, if the intermediate particle
is a scalar with mass m, the propagator in Fig. 6.1 can be written as
i/(s —m?). Instead in Fig. 6.2 the propagator of the intermediate par-
ticle is i/(t —m?). For this reason, the amplitudes in Figs. 6.1 and 6.2
are referred to as the s-channel and t-channel amplitude, respectively.
The u-channel amplitude is obtained exchanging ps and p4 in Fig. 6.2.
In the CM, we can also write ps = (E3,p’),ps = (Es,—p’). Energy
conservation gives immediately
1 1/2

p'| = s [82 + (m3 —m3)? — 2s(m3 + mi)] , (6.40)

and the same calculation performed in the case of two-body decay gives
1 pl
dQ). 6.41

@n? 15 (841
With a simple computation (see the solutions to Exercise 7.1) one can
show that the flux factor I, evaluated in the CM, becomes

I=Iplvs (6.42)

and therefore the 2 — 2 differential scattering cross-section is

Ao —

do = ! \Mfz‘|2 Mdg- 6.43
64m2s |p| (6.43)
For elastic scattering (mq = ms, mo = my4) we have |p’| = |p| and
1 2
do—elas = m ‘Mf7,| dQ . (644)

The above formulas are valid also for particles with spin, if the initial
and final spin states are known; in this case the initial state has the
form |i) = |p1,S1;...;Pn,Sn), and similarly for the final state, so the
only modification in the above equations is that the labels 4, f in My,
include also the spin degrees of freedom.

However, experimentally it is more common that we do not know the
initial spin configuration and we accept in the detector all final spin
configurations; in this case, to compare with experiment, we must sum
the right-hand side of eq. (6.29) over the final spin configurations and
average it over the initial spin configurations. Defining

(M= ) Yo Mgl (6.45)
initial spins final spins
all formulas for the cross-sections are modified with the replacement
1 -
Myil?, 6.46
(23a+1)(2sb+1)‘ sil (6.46)
where s,, sp are the spins of the two initial particles. For a decay rate I'

the average over the spin s of the initial particle brings instead a factor
1/(2s+1).

IMyil* —
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6.5 Resonances and the Breit—Wigner
distribution

Consider the scattering 2 — 2 in a theory with a cubic interaction vertex,
as for instance in a scalar theory with Liny = A@3. At tree level the
amplitude is given by the sum of three Feynman diagrams, the s-channel
amplitude of Fig. 6.1, the ¢t-channel amplitude of Fig. 6.2, and the u-
channel amplitude obtained from Fig. 6.2 exchanging ps with py. We
focus on the s-channel amplitude. We denote by m the (renormalized)
mass of the ¢ field and by p = p1 + p2 the total initial four momentum.
Then p? = (E; + F2)? — (p1 + p2)? = s is the square of the CM energy,
and therefore the physical region is defined by

p? > (2m)? (6.47)

and in the physical region the propagator i/(p? —m?) of the internal line
in Fig. 6.1 is always finite. In other words, the internal line is off-shell,
which is also expressed saying that it represents a “virtual” particle,
rather than a real particle.

However, in other situations it is possible to have one or more real
particles in the intermediate state. Consider for instance the theory
described by two light real scalar fields' ¢; and ¢ and one heavy scalar
field @, with Lagrangian

L= 3 (0617~ m?6} + (962)* — 6% + (00)? — M>3] + g1
(6.48)
The Feynman rules for this theory are very simple. The propagator of
the fields ¢; is i/(p*—m?), the propagator of ® is i /(p?—M?), and there is
an interaction vertex shown in Fig. 6.3, equal to —ig. After dressing the
propagators with their loop corrections, the masses m and M appearing
in the propagators become the physical, renormalized masses, as we saw
in Chapter 5 (apart from a crucial subtlety to be explained soon). The
P12 — P19 scattering amplitude in the s-channel is described at tree
level by the diagram in Fig. 6.4, and the Feynman rules give
i

. _ s 27
ZM2~>2 *( Zg) pg _MQa

(6.49)
with p? = s = (p1 +p2)?. The physical region corresponds to p? > (2m)?
since each of the two incoming particles have at least an energy equal
to its mass. Therefore, if M? < (2m)?, in the physical region we always
have p? > M?, so p> — M? is always non-zero and the amplitude is finite.
However, if M? > 4m?, we apparently have a divergent amplitude (and
therefore a divergent cross-section) at a physical value of the energy.
The divergence appears when the momenta of the incoming particles
are such that p? = M?, i.e. when the internal line represents an on-shell
particle. This divergence means that in the case M > 2m the amplitude
(6.49) cannot be correct, and we must have missed something.

IWe take two different light fields
¢1,¢2 to avoid the small complication
of identical particles; we might as well
consider a single light real scalar field
¢ with coupling ¢?®, but we should
be careful to insert a factor 1/2! in the
phase space, because of identical parti-
cles, and the appropriate combinatorial
factors in the amplitudes.

Fig. 6.3 The vertex for a ®¢1¢2 in-
teraction. The heavy line is the ®

field and the thin lines represent one
field ¢1 and one field ¢s.

Fig. 6.4 The diagram for 2 — 2
scattering in the s-channel.
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407

Fig. 6.5 The one-loop correction to
the mass of ®.

The origin of this unphysical divergence is that we have neglected that,
if M > 2m, the particle described by the field ® is unstable, because it
can decay into two particles of mass m through the graph in Fig. 6.3.
This graph gives an amplitude iMao_.4,4, = —tg, independently of the
masses of the particles. However, if M < 2m, the Dirac delta in the
phase space is never satisfied and the decay rate is zero. If M > 2m
instead the phase space opens up and we have a non-zero decay rate.

To understand the physics, let us first consider what happens when
we have an unstable particle in non-relativistic quantum mechanics (see
Landau and Lifshitz, vol. IIT (1977), Section 134). When we study
the Schrodinger equation in three spatial dimensions, we obtain real
eigenvalues for the energy operator under the assumption that the wave
function vanishes at infinity. For a decay process, instead, we have an
outgoing spherical wave at infinity, and since this boundary condition
is complex, the eigenvalues of the Hamiltonian are also complex. If we
write them in the form

r
E=E~ig (6.50)

the time-dependence of the wave function is
W~ e = giFot—5t (6.51)

Therefore the probability |¢|? decays as exp(—T't) and we see that 1/T
is the lifetime, and therefore I' is just the decay rate discussed in Sec-
tion 6.2.

The fact that the eigenvalues of the Hamiltonian become complex
when we have an unstable particle must happen also in relativistic quan-
tum theory, and we must be able to read it from the Feynman graphs.
Indeed, when we compute the loop corrections to the squared mass of
the ® field, we find that the graph in Fig. 6.5, considered as a function of
M, develops an imaginary part when M > 2m, i.e. above the threshold
for production of two physical particles of mass m in the intermediate
state (see Exercise 6.6). Therefore eq. (6.49) is formally correct, but it
is not true that M is real. Rather, separating the real and imaginary
parts, we have

r
M = Mg - iz, (6.52)

where My is the renormalized mass. For the simple Lagrangian that we
have considered, it is straightforward to verify that the imaginary part
of M is indeed equal to —iI'/2, with T" the decay rate of the process
d — Pp1¢2. We can just compute explicitly the imaginary part of the
graph in Fig. 6.5 and compare it with the decay rate computed from the
graph in Fig. 6.3, using the general formulas for the decay rate given in
Sections 6.2 and 6.4. The optical theorem states that this is a general
result, and the imaginary part of M is always equal to —I'/2, where T’
is the total decay rate (if there are many possible decay channels they
all contribute to the imaginary part).

The case I' < Mg is particularly interesting; this means that the
intermediate particle has a lifetime 1/I" much bigger than the time that
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the light takes to travel a distance equal to its Compton wavelength
1/Mp. In this case it makes sense to consider it has a real intermediate
state, which is produced in the collision, lives for some time and then
decays. In this case we call this intermediate particle a resonance. In
this limit we can approximate M? = (Mg —i['/2)? ~ M% — iMgI" and
the amplitude (6.49) becomes

fig2
E? — M122 +iMgpD’

iMao_o (6.53)
with E the total CM energy. We see that, thanks to the imaginary
contribution, at £ = Mg the amplitude is no longer divergent. However,
it is much larger than far from the resonance. In fact, when we are far
from the resonance, i.e. when F = c¢Mp with ¢ a numerical constant
not too close to one, the modulus of the amplitude is of order g*/M3.
Instead, at the resonance, it becomes of order g?/MgI'. Since I' < Mg,
this is a much bigger value than far from the resonance.

At E ~ Mp we can further approximate E? — M3 = (E — Mg)(E +
Mpg) ~ 2Mpg(E — Mg) and the amplitude becomes

My p~ (29 L (6.54)
Y2 =\ oMy ) B Mp+i(T)2)° '

We can now compute the elastic cross-section near the resonance, using
eq. (6.44), and observing that the ¢- and u-channel amplitudes can be
neglected since they are not resonant. Then

do N g4 1
- ((167T)2M§> (E — Mp)? + (T2/4) (6.55)

The width T' can also be easily computed explicitly using eq. (6.20) with
iMao—g¢ ¢, = —ig and the phase space (6.35). This gives

2 2 2 2

g 1 dm g dm

- 1 4 = Ly 6.56
2Mp 3272 M2 T 16nMp M2 (6.56)

It is convenient to use this relation to eliminate g in favor of I'" from
eq. (6.55), since I' is the quantity directly observed, while g can be an
effective coupling of no fundamental significance if the resonance is a
bound state of more fundamental components. Integrating the cross-
section over df) we find, at E ~ Mg,

4m 2

T TR RS MR IO

(6.57)

At E = MEg, conservation of energy gives Mg = 2/m? + k2, where k is
the momentum of the final particles in the CM. Therefore M2 — 4m? =
4k 2, and we can rewrite eq. (6.57) as

T Iz
)= K B My ¥ ) (6.58)
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This is the Breit—-Wigner distribution, when the initial and final states
of the process are the same. We can generalize it observing that, if the
initial and final states are different, the factor I'? in the numerator is
replaced by I'r—.;I'r—.s where I'r_,; and I'r_, s are the decay rates of
the resonance R into the initial and final states, respectively, simply
because the factor of g2 in the numerator becomes 9gRrigrf Where gg; is
the effective coupling of the initial state to the resonance R, and gry
is the effective coupling to the final state. Instead the factor I'? in the
denominator remains the total decay rate.

For the moment, we have limited ourselves to the case where the
initial and final particles, described by ¢1, ¢2, are scalars, and we have
also assumed that the resonance ® is a scalar. If instead the resonance
has spin J we must sum over the 2J + 1 possible spin states of the
resonance, and we therefore have an overall factor 2.J 4+ 1. Furthermore,
if the two initial particles have spin s, and s;, and we know their spin
state, we simply use the partial width I'r_,; for these spin states. If, as
it is more common, we do not know the initial polarizations, we average
over the initial spins inserting a factor

1
T D@D (6.59)

SasSb

We reabsorb Zsa,sb in I'g_,;, which therefore becomes the width for
the process R — i summed over all possible spin configurations of the
state ¢. Similarly, we sum over the final polarizations, reabsorbing the
sum in the redefinition of I'r_, ;. In conclusion, the general form of the
Breit-Wigner distribution is

2J+1 T Fr—il'r—y
E) ~ — . .
)= e @7 1) K[ (B = Mp + (T2/0) (6.60)

As an example, consider the scattering

efem =2 = ff (6.61)
where et are the electron and positron, Z 0 is one of the vector bosons of
the Standard Model, and f, f a fermion—antifermion pair. In this case
Sq = sp = 1/2 while J = 1. Since Mz > m., M2 ~ 4|k |? and eq. (6.60)
gives, for the cross-section at the Z° peak,

3 [(4An\ T(Z° s ete)I(Z° — ff)
=33 () © g

C2r T(Z2° — ete )I(Z° — ff)
M3 T

. (6.62)
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6.6 Born approximation and
non-relativistic scattering

In the non-relativistic limit, the computations performed with the Feyn-
man diagrams must reproduce the results of non-relativistic quantum
mechanics, where the interaction between particles is described by a po-
tential V' (x ). The question that we want to answer in this section is the
following: given the field theory Lagrangian, what is the potential V(x)
experienced by the particles in the non-relativistic limit?

We begin by recalling the basic formulas of scattering theory in non-
relativistic quantum mechanics (see e.g. Landau and Lifshitz, vol. III
(1977), Section 126): the elastic scattering cross-section for a particle of
mass m in the potential V(x) has the general form

do

- = O, (6.63)

where 6 is the scattering angle. The scattering amplitude f(#) can be
computed considering V' as a small perturbation of the free Hamiltonian.
The result to first order in V is called the Born approximation, and is
given by

f(&) = —% 3z e_iq'xV(X) . (6.64)

We denote the initial momentum by k, the final momentum by k' (with
k| = |k’| since we consider an elastic process) and the transferred
momentum by q = k’ — k. The scattering angle 6 is related to ¢ = |q|
and to k = |k| by ¢ = 2ksin(6/2). In a central potential V(r) the
angular integral in eq. (6.64) is easily performed explicitly, and

F(0) = — 2;” /OOO drrV(r)singr. (6.65)

Let us compare these results with the relativistic formalism that we
have developed. For definiteness, we consider the scattering of a non-
relativistic particle of momentum k and mass m, with |k| < m, off a
heavy target A, with mass M4 > m. We can think for instance of an
electron scattering off an atom. Since k <« m < M4, we can neglect
the recoil of the atom. We limit ourselves to elastic scattering.?2 We
assume that the incoming particle and the particle A interact through
the exchange of a massless or massive boson; it would be a photon in the
electron—atom case, but we can treat similarly the exchange of a massive
vector particle, or of a scalar particle. At tree level, the interaction is
described by the Feynman diagram in Fig. 6.6a. The fact that we neglect
the recoil of the scattering center is represented writing the Feynman
diagram as in Fig. 6.6b.3

2The case where the atom is left in an
excited state, and therefore the collision
is inelastic, is discussed in Problem 6.2.

3We are considering a theory in
which there is a (light particle)—(light
particle)-boson vertex and a (heavy
particle)—(heavy particle)-boson ver-
tex, but no (light particle)—(heavy
particle)-boson vertex, so there are no
s-channel and wu-channel amplitudes,
but only the t¢-channel amplitude of
Fig. 6.6a.
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Fig. 6.6 (a): the scattering of a light
particle off a heavy target. In the
limit in which we neglect the recoil
of the target, the graph is drawn as
in Fig. (b), which represents more
generally the scattering of a particle
in an external potential.

4Compauring the cross-sections, the rel-
ative phase between f(6) and My,
remains undetermined. The correct
phase is a plus sign, as we have written,
and can be found either comparing di-
rectly the amplitudes, or checking that
in this way one obtains the Coulomb
potential with the correct sign, as we
will do below.

(@) (b)

We start from our basic formula for elastic scattering, eq. (6.44). By
assumption M is much larger than the electron energy, so s ~ M3 and
eq. (6.44) becomes

1 2
doelas ~ a2 02 [ Mgi|"dS2.
Since we want to compare with the non-relativistic equations, it is con-
venient to use the non-relativistic normalization of the matrix element.
We denote by |k, A) a state with an electron with momentum k and
the atom in a state labeled by A. According to eq. (6.7) we have

k, AP = 2B, )2(2E0) 2k, AYNE) ~ (2m)V2(2M )2k, A)NE)

(6.67)
We work in the rest frame of the atom, so F4 = My, and we have
used the fact that the incoming particle is non-relativistic, so Fx ~ m.
For notational convenience we have also set the spatial volume V equal
to one, since we have already checked explicitly in Section 6.1 that the
volume factors cancel in the final expression for the cross-section. As in
Section 6.1, we denote by My; the matrix element with non-relativistic
normalization. Then, from eq. (6.67),

(6.66)

My = (k' ATk, AP ~ (2m)(2M o) My, (6.68)
and eq. (6.66) becomes
doelas m\ 2 2
~ | — M|~ .
dQ (27r) Ml (6.69)

Comparing with eqgs. (6.63) and (6.64) we see that we can identify the
non-relativistic scattering amplitude f(0) with (m/27)M;.*

We therefore arrive at the following conclusion. The interaction po-
tential is an intrinsically non-relativistic concept, since it describes an
instantaneous (rather than a retarded) interaction. In QFT, in the fully
relativistic regime, it makes no sense. However, in the non-relativistic
limit, it is recovered with the following procedure: 1) Compute the
scattering amplitude M y; using the Feynman diagrams. 2) Transform
it into the amplitude with non-relativistic normalization of the states,
M ;. This is related to the non-relativistic scattering amplitude f(6) by
My, = (2n/m)f(0). Using eq. (6.64),

Myi(q) = — / dre 1V (x), (6.70)
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or, inverting the Fourier transform,

3 .
Vix) = */(;ingMfi(q)e’q"‘- (6.71)

We apply this formula to the electromagnetic scattering of an electron
with charge e off a positively charged ion with charge —Ze and spin
1/2, and we consider the case where the initial and final spin states are
equal, so we will not write the spin labels explicitly. The vertex factor
associated to the electron is —iey” while the vertex associated to the ion
is +iZey*. Therefore the Feynman diagram of Fig. 6.6a gives

iM i = [ia(+iZer")u] % [ (—ier” )ue] (6.72)

where uy4 is the wave function of the ion and wu. of the electron. The
momentum transferred by the photon is ¢* = (¢°,q) and, since we are

considering elastic scattering, we have ¢° = 0 and ¢2 = —q?2. Then
Ze? " B
My = F (@ay"ua) (Geyptie) - (6.73)

Since the particle A is at rest, it is convenient to use the standard rep-
resentation for the v matrices, as discussed in Sections 3.4.2 and 3.6.
For a particle with mass M4 at rest we found uy, = ur = /M4 &, with
€7¢ =1, see eq. (3.103). As we found in eq. (3.95), the spinor in the
standard representation is given in terms of ur,ugr by

1 uRr +ur
= — 6.74
’ \/§<UR—UL)’ (67

so, for the particle A at rest,
uA:\/QMA(g > . (675)

Then @47%us = uguA = 2MA§T§ = 2M 4 and, from the form of the ~y
matrices in the standard representation, eq. (3.96), iay'us = 0. There-
fore

(@ay"ua) (Geyptie) = (@a7 ua) (Geyoue) ~ (2Ma)(2me),  (6.76)

where we have set @eYoue ~ 2me since the electron is non-relativistic.
We see that the contribution of the wave functions on the external lines
is just what is needed to convert My; into My;, and we find

Ze?
Myi(q) = PER
Using eq. (6.71) and performing the angular integration similarly to
eq. (6.65), the potential is therefore given by

d3q , 47 e
\%4 =— | —= My N dq qM¢; i
(x) / 2n)? ri(d)e G /0 qqMyi(q)singr,
(6.78)

(6.77)
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5Actually7 in the case of a massive
gauge boson the propagator is not
proportional to 7y, but to nu, —
(gugv/m?), see eq. (8.26). The reader
can verify that the additional term
quq,,/mQ in our case gives zero since
q = p' — p and then g, u(p’ )y u(p) =
0, using the fact that the spinors
u(p), u(p’) are solutions of the Dirac
equation.

where here we have used the notation ¢ = |q|. The integral is performed
using the identity [J° dz (sinz)/z = 7/2, and we finally find

Zo

V(r) = o (6.79)

which is the standard Coulomb potential. The same calculation can be
performed if we consider the exchange of a massive boson of mass pu.
The result is now proportional to the Fourier transform of the massive
propagator.® For elastic scattering we have ¢° = 0 and therefore ¢> =

(@°)? —q%=—q2, so
1 1
=— . 6.80
¢ — 112 q? + 2 ( )
Therefore the r-dependence of the potential is now given by
d3q 1 - e KT
- plax 6.81
/(2W)3q2+u26 r (651)

A potential of this form is called a Yukawa potential. This is a short-
range potential, with a characteristic interaction range equal to the
Compton wavelength 1/u of the particle exchanged. We conclude that:

exchange of a massless boson < long-range Coulomb potential
exchange of a massive boson < short-range Yukawa potential.

As for the sign of the potential, we have seen that in the case of
the exchange of a vector boson only the component p = v = 0 of the
propagator contributes, because in the non-relativistic limit only the
# = 0 component survives in uy*u. Therefore the factor coming from
the propagator is

— 1100 i
Doy = =+ .
¢ —p2lal+p
For the exchange of a scalar particle instead the factor coming from the
propagator is

(6.82)

i i

G TS T (653
The interaction mediated by a vector particle is repulsive for particles
with the same charge and attractive for particles with opposite charge, as
we have checked in the computation above. We see comparing egs. (6.82)
and (6.83) that the interaction mediated by a scalar particle is instead
attractive for particles with the same charge. In fact, the strong interac-
tion between nucleons, at distances larger than the fermi, can be thought
of as mediated by the pion, which is scalar and massive, and therefore
the strong interaction between nucleons is attractive, and short-ranged.
More complicated potentials can be obtained with the simultaneous
exchange of more than one boson. For instance, in the language of
Feynman diagrams, van der Waals forces at large distances arise from the
exchange of two photons between atoms which are electrically neutral
but have an electric dipole moment, see Landau and Lifshitz, vol. IV

(1982), Section 85.




6.7 Solved problems

Problem 6.1. Three-body kinematics and phase space

In this problem we investigate various aspects of the kinematics of three-body
final states. Consider the decay of a particle with four-momentum p in its rest
frame, with p = (M, 0), into three particles with momenta p; and masses m,
i =1,2,3. Let F1, E2, F3 be the energies of the decay products in the rest
frame of the decaying particle. The differential three-body phase space is

d*p1 d*p2 d’ps

do® =
(2m)32E4 (2m)32F> (2m)32E5

2m)* 6D (pr 4+ p2 +ps —p),  (6.84)

where EZ = p?+m?. The Dirac delta can be used to integrate over the spatial
momentum ps, so that
1 d3p1d3p2

Ao = R
8(2m)5 E1E2E3

(5(E1 + Es + B3 — M) , (685)

where E3 = (p3 —l—m%)l/2 and now ps is a notation for —(p1 4 p2). The matrix
elements | M f;|* must be integrated with this measure. To proceed further,
we must know the dependence of |Mfi|2 on pi,p2. The simplest case is the
decay of a spin-0 particle into spin-0 particles, in the absence of external fields.
In this case there is no preferred direction in space, and the matrix element
can only depend on the angle 6 between p1 and p2. Then eq. (6.85) becomes

1 Arpidp
8(271')5 E1E2E3

__1 pdp
= 3978 B\ FaF (p2dpz) (p1p2 dcosB) §(Ey 4+ Eo + Es — M) .

do® =

2mp3dps dcos 0 §(E1 + Es + B3 — M) (6.86)

Now we use the identity E1dF1 = pi1dp1, which follows from E? = p? + m?,
and similarly FodF> = padps. Furthermore,

Ej = (p1+p2)° +m3 = pi +p3 + 2p1p2 cos O + mj . (6.87)

Therefore, at p1, p2 fixed, we have E3dE3 = p1padcos 6. In eq. (6.86) it is then
convenient to perform the integration in dcosf as the innermost, so we can
rewrite eq. (6.86) as

d0® = #d&dmw3 5(B1 + Bs + By — M), (6.88)

and use the Dirac delta to eliminate Es. In conclusion, for spin-0 particles,
and in the absence of external fields,

1
3) —

Of course this expression is valid only in the region of the (E1, E2) plane where
energy—momentum conservation is satisfied, otherwise the Dirac delta gives
zero. To determine this region, we first introduce the Mandelstam variables
s,t,u for the decay of a particle with four-momentum p into three particles
with four-momenta p1, p2, ps3,

s={p-p)°=p2+ps)°, (6.90)
t=(p—p2)?=(p1+ps)°, (6.91)
u=(p—p3)’ = (p1+p2)?. (6.92)

6.7 Solved problems 171
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Fig. 6.7 The allowed region of phase
space (shaded area) when two final
particles are massless.

Fig. 6.8 The Dalitz plot when all
three final particles are massless be-
comes a triangle.

Fig. 6.9 The generic form of the
Dalitz plot when all three final par-
ticles are massive.

These variables are Lorentz invariant by definition, and can be written in
terms of the center-of-mass energies E1, E2, E3 as

s=M?*+m}—2ME,, (6.93)
t=M?+mj—2ME>, (6.94)
w=M>+mj—2MEs. (6.95)

s is also called the invariant mass of the (2,3) pair, and is denoted also as
m2,, and similarly t = m?2; and u = m%,. From E; + Es + E3 = M it follows
that

s+t+u=M +mi+ms+mj. (6.96)

Therefore the three Mandelstam variables are not independent. We choose s
and t as the independent variables. Since ds = —2MdFE; and dt = —2MdFE>,
the phase space can be rewritten as

dq)(g) _ dsdt

=~ AR @ (6.97)

‘We now find the kinematical limits on s,t. First of all s attains its maximum
value when E; has its minimum value, see eq. (6.93), i.e. when E; = m1, so
Smax = (M — m1)2. This corresponds to the configuration in which, in the
rest frame of the decaying particle, the initial particle decays into particle 1
at rest, while particles 2 and 3 have opposite momenta, with the modulus of
momentum fixed by energy conservation.

The minimum value of s is found instead writing s = (p2 + p3)? = m2 +
m3 + 2(E2F3 — p2 - p3). Since s is invariant, we can compute it in the frame
that we prefer. In the CM of the pair (2,3) we have ps = —p2, and in this
frame s = m3 + m3 + 2(F2F3 + |p2| - |ps|), which shows that the minimum
value is obtained, in this frame, for p2 = ps = 0, so that E2 = ma, F3 = ms,
and s = (m2 + m3)2. Since s is Lorentz invariant, this is the minimum value
in any frame. In conclusion, the limits on s are

(m2 +m3)> <s< (M —mi)?. (6.98)

Now, fixing s within these limits, we look for the limits on t. We therefore
look for a relation which expresses the conservation of energy and momentum
and which is written only in terms of s and t. We start from E2 = p2 + m2
and we use the conservation of energy, K3 = M — F1 — E2 and of momentum,
P3 = —p1 — P2, to write

(M — Ey — E2)? =mj3+p; +pj+2p1-p2. (6.99)

The limiting cases correspond to

P1 P2 = £[pi| - [pa| = £/ (B7 — m?) (13 — m3). (6.100)

Inserting this into eq. (6.99), we find that the limiting curve in the (s, ¢) plane
is given by

M? 4+ 21 By + m? + m3 —mf — 2M(Ex + Ez) = £2,/(E} — m?)(Ef —m3).
(6.101)
Using egs. (6.93) and (6.94) we can eliminate E1, E» in favor of s, ¢,

M?4+m?—s B M? +m2—t
= 2 = .

E
! oM ’ oM

(6.102)



We examine first this curve in the limiting case m1 = ma = 0 (we then denote
mg simply by m). The curve with the plus sign becomes simply t+s = M?+m?
while that with the minus sign becomes st = m>M?. If m # 0, the resulting
region of the (s,t) plane is shown in Fig. 6.7, while if even m = 0 the area
degenerates to a triangle, see Fig. 6.8. The plot of the phase space region
allowed by energy—momentum conservation is known as the Dalitz plot. If all
three masses are different from zero the Dalitz plot has the generic form shown
in Fig. 6.9. Observe that the number of cusps in the limiting curve is equal
to the number of massless final particles.

The usefulness of this representation is that the phase space is uniform in the
Dalitz plot, see eq. (6.97), and therefore any non-uniformity in the distribution
of events is due to the matrix element. This allows us to identify immediately
possible resonances. Suppose for instance that the decay of the initial particle
proceeds through an intermediate resonance that subsequently decays into
particles 2 and 3 as in Fig. 6.10. As we saw in Section 6.5, the process will
be greatly enhanced when the kinematic invariant /s (i.e. the invariant mass
mag of the (2,3) pair) is equal to the mass mpr of the resonance. Therefore
the distribution of the experimental events will be mostly localized in a band
corresponding to this value of mos, rather than being distributed more or
less uniformly over the whole Dalitz plot, and it might look as in Fig. 6.11.
This is the way in which many resonances are discovered. For example, the
DP meson is a particle with mass mp = 1864.6 & 0.5 MeV, spin zero and a
lifetime 7 = (410.341.5) x 107'° 5. Among its decay modes, one finds a three-
body decay D° — K~ nx°. Displaying the various events collected by the
detector on a Dalitz plot, one finds a band of the type shown in Fig. 6.11 when
on the horizontal axis we plot the invariant mass of the K 7" system, and
the band is localized at mi,ﬁ+ ~ (892 MeV)?. This shows that the process
goes through a resonance, known as K*(892)%, i.e. D° — K*(892)°7° and
subsequently K*(892)° — K~ n.

The same considerations can be applied to a scattering process of two par-
ticles into three particles. In this case the initial state, in the CM, has four-
momentum p = (Ecwm, 0), where Ecu is the total energy in the CM, and all
considerations above go through with the replacement M — FEcm. So, for
instance, in the scattering process of kaons on protons, K "p — A’7 7™, with
the kaon momentum of the order of the GeV and the protons at rest, one
finds that the events are concentrated in two bands, as in Fig. 6.12, corre-
sponding to the two processes K~ p — 7~ followed by &7 — A%z, and
K~ p— X~ x", followed by ¥~ — A%z,

Problem 6.2.
atoms

Inelastic scattering of non-relativistic electrons on

In this problem we study the process in which a non-relativistic electron scat-
ters on an atom A, leaving the atom in an excited state A*, i.e. e” A — e~ A".
We start from eq. (6.43) for the inelastic cross-section. We work in the rest
frame of the atom A, and we denote its mass by Ma. As in Section 6.6, we
use s ~ M3, since the mass of the atom A is much bigger than the electron
energy. We use the matrix element with non-relativistic normalization, see
eq. (6.8), and therefore eq. (6.43) becomes

da_(m

o _(m 1
aQ ~ \2r (6.103)

2p/ 2
) Mgl
p

We use the notation p = |p|,p’ = |p’|. We saw in Section 6.6 that, for elastic
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Fig. 6.10 A three-particle decay go-
ing through a resonant intermediate
state.
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Fig. 6.11 If the three-body decays
proceed through a resonance of mass
mpg, the experimental events are
concentrated on a band around s =
m%, of width equal to the resonance
width, rather than being distributed
more or less uniformly in the Dalitz
plot.
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Fig. 6.12 The distribution of events
in K~p — A7~ showing that
the process goes through the reso-
nances ¥,
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scattering,
Myi(q /dgw e "V (x)=—(p'[Vlp), (6.104)

where the hat denotes the quantum operator, and |p), |p’) are the incoming
and outgoing electron states with non-relativistic normalization, so (x|p) =
e’P* and q =p’ —p. We set all volume factors equal to one for simplicity,
since they cancel anyhow at the end. The last equality in eq. (6.104) is easily
proved inserting two complete sets of states,

(' IVlp) =/dgxdgx’<p'IX’)(X’IVIXHX\p>, (6.105)

and using (x'|V]x) = V(x)(x'|x) = V(x)d®(x —x’). In eq. (6.104) the
atom is treated as an external scattering center, without internal dynamics. If
we take into account the fact that the internal state of the atom changes, we
must insert in the initial and final state also the atomic state, so for inelastic
scattering eq. (6.104) must be replaced by

My = —(p'A*|V|p A). (6.106)

For simplicity, we limit ourselves to the Coulomb interaction of the incoming
electrons with the atomic electrons and with the nucleus, neglecting all spin
interactions, and the form factor of the nucleus. Then

V(x,Xa) = —a (% — Z:l ﬁ) , (6.107)

where x is the position operator of the incoming electron, x, of the atomic
electrons, and we have considered a neutral atom with Z electrons. The wave
function of the incoming electron is e’® * and of the outgoing electron is e’P T
Therefore, with ¢ = p’ — p, the matrix element (6.106) becomes

Mfz = —/dSIEe_iqlx <A*|V(X7Xa)|A>

+a / dPre i

We now observe that

‘ 1 ‘ e 1
/d3x e X~ — T Xa /dgnc [ (6.109)
Ix —xal x|

and we use

.(6.108)

zZ
o (A1) = A )
a=1

—iqx 1 4
/d3xe ax - = T (6.110)
x] "~ Tal
(this equality can be proved more easily adding a factor e~ ! in the integrand,
to assure the convergence; in polar coordinates the integral is then elementary,

and at the end we take the limit ¢ — 01). Therefore

Z

Z(AT|A) = (ATle7' 0| 4)

a=1

¥ de

My = —2~ (6.111)
q*

where ¢ = |q|. We now perform a multipole expansion, expanding e ‘1 *a
and we retain terms up to quadratic order. The expansion is valid when
qa < 1, where a is the atomic size. Then

AT

My = 4T i an)S a4y + S (A1 ahallA) + 0| (6112

a=1 a=1




where in z! the index a labels the atomic electrons, while i = 1,2, 3 is the
spatial index. We introduce the dipole and the quadrupole operators

z
D =Y i, (6.113)
a=1
Z 1
iy _ iod 2 5ii,2 114
@7 =3 (et~ 557) (6114
with 7o = |X4|. Then
dra |1 o, 2 T UTTIN | PR 3
My = 270 | L2 47 7021y +igH (4| D A) + Sai 7 (471Q714) + O(¢®)
q> |6 ” 2
(6.115)

When we take the modulus squared of this amplitude, there is no interference
between the dipole and the other two terms (the scalar term ~ r? and the
quadrupole), since the dipole contributes only to transitions which change
the parity, while both the scalar and the quadrupole are non-vanishing only
between states with the same parity.® Let us denote more explicitly |A) =
|[nLM), where L is the orbital angular momentum, M = L., and n denotes
collectively all the other quantum numbers, e.g. n is the principal quantum
number in the hydrogen atom. Observe that, since we are neglecting the spin—
orbit coupling, L is separately conserved. Similarly, we write |A*) = |n'L’'M’).
Putting together egs. (6.103) and (6.115), and taking into account that the
interference term involving the dipole vanishes, the cross-section is the sum of
an even-parity term and the dipole term,

do _p/ 2 2
(dQ>even B pm “

6.116
do p Am®a® i, '///( )
(d_Q) = B S (W LMD nLM) (LMD [ L) . (6117)
dipole

1 ‘g’
g<n’L'M’| S r2nLM) + qqg
a

(n'L'M'|QY|nLM)|

These expressions can be simplified observing that typically we do not know
the value of M before the transition and we are not interested in a specific value
of M’ after. Therefore in the cross-section we average over the initial value of
M and we sum over the final values. Summing over M, the interference term
between the scalar and quadrupole in eq. (6.116) disappears. In fact, the scalar
operator »__ r2 has non-vanishing matrix elements only if M = M’',L = L',
and its matrix element is independent of M. Therefore the M-dependence in
the interference term is completely contained in (n'LM|Q"|nLM). Summing

over M, we find
L

> (W LM|QUInLM) =0.

M=—L

(6.118)

This could be shown by explicit computation, but it is much easier to observe
that (n' LM|Q%|nLM) is a spatial tensor with two indices; before performing
the sum over M, we have at our disposal the tensor §, and the direction n’
of the quantization axis, so the result will be a combination of 6% and n‘n?.
After we sum over M, any dependence on the direction of the quantization axis
disappears, and the result can depend only on §%. However, Q¥ is a traceless
tensor, and therefore the left-hand side of eq. (6.118) cannot be proportional
to 8. This means that it must vanish.
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6The angular momentum selection
rules instead are as follows: the dipole
is a vector, and as such it could medi-
ate transitions with AL = 0,4+1. How-
ever parity eliminates AL = 0, since z*
is a true vector, and we are left with
AL = +1. Similarly the quadrupole
is a spin-2 operator and can mediate
transitions with AL = 0,12, whereas
AL = #+1 are eliminated by parity. The
scalar 72 of course mediates only transi-
tions with AL = 0, AM = 0. Therefore
in a transition with AL = 0,AM =0
the scalar and quadrupole can interfere.
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Therefore the cross-section splits into a sum of scalar, dipole and quadrupole

terms,
do pm*a?, 2 2
aQ - P9 [(n"LM| Zra|nLM)| ANV (6.119)
scalar “
da) p Am2a® ¢’ o o
70 = (n'L'M'|D*InLM){(nLM|D’ |n'L'M") ,
<dQ dipole p q4 2L + 1 ]\J,Z]\/I’
;9 9 kg (6.120)
(3—?)) _pm fc %%i‘i <n/L/M/|Qij|’I’LLM><’nLM|QM|n/L/M/>,
quad p q ML
(6.121)

Performing the sum over M, M’ allows us to simplify further the dipole and
quadrupole cross-sections. Again we use the fact that the choice of the quan-
tization axis becomes irrelevant and there is no preferred direction. Therefore,
in the dipole cross-section, the quantity

> (n'L'M'|D'InLM)(nLM|D’ |n'L' M')

M, M’

must be proportional to §*/, since it is a tensor and there is no other quantity
that can appear in the final result. We denote the proportionality constant
by D?/3,

> (' L'M'|D*InLM)(nLM|D’ |n' L' M') = %6”D2, (6.122)

M, M’

so that by definition D* =3, ', [(n'L’M’'|D*|nLM)|?. In order to simplify
the quadrupole term we introduce the notation

T = 37 (0 LM |QU LM ) (nLM|QM [0 L' M) (6.123)

M, M’

The advantage of summing over M, M’ is that even the apparently compli-
cated tensor structure of T7*! is fully determined by symmetry considerations.
Again, we use the fact that T%*! is a tensor and 6 is the only tensor at our
disposal, since we have no preferred direction (it is easy to see that etk
not enter, both because of parity and because it is impossible to use it to
construct a tensor with the symmetry properties of 7% kl). Therefore we must
have T%* = ¢16% 6" + c26% 67! + ¢56"67F. Since Q” = jS , Tk must satisfy
Tk — T3 and similarly for the second pair of indices. This implies that,
apart from an overall constant, T9*! ~ §%§7 4 §067% — 699 5%. The constant
c is fixed observing that 3", Q“ = 0 and therefore Y, 7"*" = 0. This gives
¢ =2/3. Defining

can-

Q=31 (6.124)
2]
we therefore have
TR = % (5*5]1 + 0% 57% — %5”5“) : (6.125)

(The factor 1/10 comes contracting ¢ with k and j with [ in the above equa-
tion.) In conclusion, all the information about the atomic structure has been
condensed in just D? for dipole transitions and Q? for quadrupole transitions.



Inserting egs. (6.122) and (6.125) into egs. (6.120) and (6.121), respectively,

we ﬁnd
( dO' ) !
dQ lipol

do =L = 2 22
(dﬂ>quad = oI (6.127)

The total cross-section is obtained integrating over df). The angular depen-
dence is hidden in the transferred momentum ¢ while p’ is fixed by the conser-
vation of energy. Therefore the quadrupole cross-section, which is independent
of g, simply gets a factor of 47 after integration over d2. For the dipole cross-
section we observe that, since q = p’ — p, we have

1 m2a?D?
2L+ 1 > ’
1

(6.126)

N W

%ﬁ\ﬁlﬁ

¢ =p? +p* —2pp cosh, (6.128)
and therefore
qdg = —pp'dcosf. (6.129)

and the limits on ¢ are gmin = p — p’ (we are considering excitations of the
atom due to the collision, so p > p’) and gmax = p + p’. Then

do
Odipole _/dQ (d_Q>dipole

p+p’ 1 do
= 27?/ qdq (— —)
p—p’ pp/ dS2 dipole

= gm _ 1 m*a*D? logp+p/
3 2L+1 p? p—p

(6.130)

Summary of chapter

e The calculation of scattering cross-sections and of decay rates is
made of two parts: (1) The dynamical part, which is the compu-
tation of the matrix element M¢;. When a perturbative approach
is applicable, My; can be computed using the Feynman diagram
technique discussed in Chapter 5; (2) The kinematical part, i.e.
the summation over the final states, with the appropriate factors
for the initial state.

e The kinematics of the final state is contained in the phase space,
eq. (6.19). The basic equation for computing the decay width of a
particle is eq. (6.20), while scattering cross-sections are computed
using eqs. (6.29) and (6.24). Explicit formulas for two-body and
three-body final states are given in Section 6.4 and in Problem 6.1.

e When the values of the initial momenta are such that an inter-
nal line becomes on-shell, the cross-section is enhanced. In this
case the intermediate state can be seen as a real particle which is
formed, lives for a certain time, and then decays. Such a particle
is called a resonance. The resonant cross-section is described by
the Breit-Wigner distribution, eq. (6.60).

6.7 Solved problems 177
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Further reading

e Many useful results on the topics of this chapter

can be found in the old but still beautiful series
of books by Landau and Lifshitz. For the defini-
tion of cross-sections, decay rates, phase space, etc.
see vol. IT (Classical Field Theory), Section 12 and
vol. IV (Relativistic Field Theory), Section 65. For
resonances in non-relativistic quantum mechanics
see vol. ITT (Quantum Mechanics), Section 134. For
emission of radiations by atoms or molecules, dif-

fusion of light, interactions between electrons and
between atoms with Feynman diagram techniques,
Chapters 5, 6, 9 and 10 of Landau and Lifshitz,
vol. IV (1982) give an unmatched source of explicit
calculations.

A rich source of solved problems in particle physics
and field theory, including many examples of cal-
culations of scattering processes, decays, etc., is
Di Giacomo, Paffuti and Rossi (1994).

Exercises

(6.1)

(6.2)

Consider the differential cross-section for the 2 — 2
scattering, given in eq. (6.43). Show that it can be
rewritten, in terms of the Mandelstam variable ¢
and of the flux factor I, as

1
 64mI?
Observe that all factors are explicitly Lorentz in-

variant. (Assume cylindrical symmetry to perform
the integration over d¢.)

do |Mi|2dt . (6.131)

Consider a 2 — 2 elastic scattering process for two
particles of masses m1 and mz. Inthe CM, let p’ be
the final momentum of the particle 1, E’ its energy,
v2 the modulus of the initial velocity of the particle
2, and 6 the scattering angle. Perform the Lorentz
transformation to the laboratory frame, where the
particle 2 is initially at rest and check that the final
energy of the particle 1, in the lab frame, is

Elap = 72(E" + va|p | cos ) (6.132)
with 42 = (1 — v3) "2, and therefore
dEan = y2v2|p | dcosf. (6.133)

Use this to show that the two-body phase space can
be rewritten as

1
87T’72U2 \/5

where /s is the center of mass energy, and we as-
sumed cylindrical symmetry around the beam axis.

do? = dEa (6.134)

(6.3)

The two-body phase space is therefore uniform with
respect to the lab energy FElan, between the kine-
matical limits Eumin < Flab < Fmax, with

Bmin = 72(E" — v2|p”|)
Frmax = 72(E' 4+ v2|p’]) . (6.135)
(i) Consider the decay of an excited atomic state
A into a lower state A, with emission of a pho-
ton, A* — A~. Verify that the phase space can be
written as

w

do® =
1672 M 4

sy, (6.136)
where w is the energy of the photon and M4 the

mass of the atom.

(ii) Verify that the decay width can be written as

2 W
82

dl’ = | My,| sy, (6.137)
where My; is the matrix element with the nor-
malization of one particle per unit volume for the

atomic states.
(iii) Consider a scattering process Ay — A*y'.
Show that

1 W
T 1672 w

do |M;;|*dS2, (6.138)
where w,w’ are the energy of the initial and final

photon, respectively.



(6.4)

(6.5)

Consider a two-photon decay of an atomic state,
A* — Av1y2. Show that the decay width can be
written as

j—::l = ﬁwl(w — wl)/dgldﬂglMﬁ|2,
(6.139)
where w1, w2 are the energies of the two photons,
w = Fs» — Fqg = w1 + w2, and df21,dS2s are the
solid angles of the two photons.

Denote by d¢<”)(P;p1, ...,Pn) the n-body phase
space, with p1 + ...p, = P. Show that

oo 2
Ao (Pip,. . p) = [ Y- (6.140)
o 2m
Xd(I)(J)(q;pl’"'7p])d¢(nij+1)(P;p]+17'"7pn’q)’

(6.6)
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where ;2 = g2 — q2. Discuss the physical meaning
of this recursive representation of the phase space.

(i) In the theory with Lagrangian given in
eq. (6.48), show that the Feynman diagram in
Fig. 6.5 develops an imaginary part when M > 2m,
and compute it.

(ii) Denoting the result of the Feynman diagram
of Fig. 6.5 by iM, show that eq. (6.52) predicts
that the decay rate I' for the process ® — ¢1¢2 is
related to M by

F:LImM.

i (6.141)

(iii) Verify the correctness of the above relation
(which is a form of the optical theorem) computing
I" explicitly.
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Quantum electrodynamics

7.1 The QED Lagrangian

Quantum electrodynamics (QED) describes the interaction between elec-
trons (or any other charged spin 1/2 particle, like muons) and photons.
It is convenient to quantize the photons using the covariant quantiza-
tion of Section 4.3.2. Actually, it is also useful to generalize slightly the
Lagrangian used in Section 4.3.2: instead of eq. (4.102), we describe the
free electromagnetic field by

1 1

Lom = =7 Fu I = % (0, AM)? (7.1)
with & a generic parameter. In Section 4.3.2 we set £ = 1, but it can be
shown that for any &, after requiring that 9,,A* vanishes between phys-
ical states, the spectrum of the theory is given by the two transverse
polarization states of the photon. Basically this comes out because the
only role of the term (1/2¢)(0A)? is to break gauge invariance and to
allow us to define the momentum conjugate to Ag. Then, between phys-
ical states, the operator 0, A" vanishes and the matrix elements between
physical states obtained with eq. (7.1) are independent of . Of course
intermediate steps, like the equal time commutation relations between
A, and the conjugate momenta, or the propagator, do depend on . In
the interacting theory, it will turn out that the dependence on ¢ vanishes
if A,, is coupled to matter respecting gauge invariance, so in particular
A, must be coupled to a conserved current.

It is sometimes useful to work with £ generic, and to check the cor-
rectness of the computation verifying that in the end & cancels in the
matrix elements between physical states. Also, in different problems, dif-
ferent choices of ¢ can simplify the calculation. The term (1/2£)(9A)?
is called the gauge firing term and £ is the gauge fixing parameter; the
choice £ = 1 is called the Feynman gauge, and is typically the simplest
choice. Sometimes also the choice ¢ = 0 (Landau gauge) is useful; the
Lagrangian is singular in this limit, but we will see below that the photon
propagator is well defined at £ = 0.

The interaction between the photon and the electron is written in
terms of the covariant derivative, as explained in Section 3.5.4. QED is
then described by the Lagrangian

. 1 , 1
£QED = \I/(Za — m)\I/ — ZF/“/FM — E
The Feynman rules of QED have already been given in Section 5.5.4. We

(8MA“)2 — eAM\i/’y“\Il. (7.2)



just add that, if we use a generic £ # 1, the photon propagator becomes

- —1i k. k

Dy (k) = P i (mw - (1-9) 2,2”) : (7.3)
We now discuss the symmetries of the QED action. From the point
of view of space-time symmetries, QED has of course Poincaré invari-
ance. We have also seen that the coupling is constructed in such a way
that the theory is invariant under gauge transformation, i.e. local U(1)
transformations

U(z) — @W(z), (7.4)
Au(z) = Apu(z) — 0,0. (7.5)

The presence of this local symmetry implies also the existence of the
corresponding global U (1) symmetry with 6 a constant parameter,

() — e (x), (7.6)
A(z) = A (). (77)

There is therefore an associated conserved Noether current, which is
U~#¥, and a U(1) charge which is conserved by the electromagnetic
interaction. To understand the meaning of this charge, observe that
Q = [d3zj°, with j° = U4°U. In the Lagrangian density j° is coupled
to A, and in the Hamiltonian density j° enters as +eAgj®. Since in
classical electrodynamics Ag is the electrostatic potential, we see that
49 is the electric charge density, measured in units of e, and therefore Q
is the electric charge, again in units of e. As we saw in Section 4.2, for
electrons @ = 1 and for positrons @ = —1, see eq. (4.43).

Gauge invariance implies that the photon is massless: a mass term for
the photon would correspond to a term m%A#A“ in the Lagrangian, but
this is forbidden since it is not invariant under gauge transformations.
If gauge invariance were broken we should expect a photon mass of the
order of the symmetry-breaking scale. However, the experimental bound
on the photon mass is extraordinarily tight, m., < 2 x 1070 eV.

QED also has important discrete symmetries. Consider first the parity
operation P. We have defined the action of P on a quantized spinor field
in eq. (4.58): ¥(x) — ney°¥(2’). From this it follows that the current
UM is a true four-vector, i.e. under parity the spatial components
change sign and the temporal component is invariant. Since also 9, is
a true four-vector, the kinetic term of the fermion is invariant under
parity. Similarly, the gauge field A, is a true four-vector, so both the
kinetic term of the gauge field and the interaction term are invariant
under P. Therefore QED is invariant under parity.

Another important symmetry is charge conjugation, C'. In Section 4.2
we defined the operation of charge conjugation on the quantized Dirac
spinors. We saw in Exercise 4.3 that, using the fact that the quantized
Dirac fields anticommute, the operator ¥4#W¥ changes sign under charge
conjugation,

CUVIC = —UyHT . (7.8)
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Observe that, even if it involves complex conjugation, on the quantized
fields C' is defined as a linear (rather than antilinear) operator. Its action
on the quantized Dirac field is determined by its action on the creation
and annihilation operators ap s,bp s given in eq. (4.59), regardless of
the fact that the coefficients of ap s, bp s in the expansion of ¥ are the
complex functions u®(p)e~"?* and v*(p)e’?”. Therefore Ci¥C = iC¥C,
so also iW~*W¥ changes sign under charge conjugation. Then the kinetic
term transforms as

Ci¥y"9,9C = —i(0, V)"V, (7.9)

(since the term 0,V, after the action of C, becomes proportional to
0,¥* and is then anticommuted to the left where it combines with a
7% to give 9,¥) and, after integrating 9, by parts, the kinetic term
in the action is invariant. Since the interaction term is proportional to
A, Uy"T and Uy* W changes sign, if we define the charge conjugation on
A, as CA,(z)C = —A,(z), QED is invariant under charge conjugation,
as we already saw in Section 4.3.2. The photon is then an eigenstate of
charge conjugation, with eigenvalue —1,

Chv)=—-h)- (7.10)

As an example of the use of these invariance principles, we examine the
electromagnetic decay of the neutral pion. In general, a particle can
be an eigenstate of charge conjugation only if it is electrically neutral.
Consider the three pions 7%, 7°. Apart from an arbitrary phase, we
have C|nt) = |77) and C|r~) = |7T). Instead, the 7° is neutral, and
therefore C|7°) = n|n®); C has been defined on spinors so that C? = 1
(see Section 4.2.3) and of course C2 = 1 also on the gauge field, so
C? is the identity operator. So, even if 7°, at the fundamental level,
is a possibly complicated bound state of fermions (in terms of quarks
70 = i + dd), we know that C? is the identity operator also when we
apply it to the 7°, and therefore n? = 1 and 5 can only take the values
+1. To see which one is the actual value, we observe that 7° decays
electromagnetically as

70 — 2. (7.11)

The two-photon state is an eigenstate of C with eigenvalue (—1)? = +1
and since the electromagnetic interaction conserves C, this must also
be the value of C for the 7°, i.e. 7 = +1. In turn, this means that
the electromagnetic decay m° — 37 is forbidden because it violates C.
Experimentally the decay into three photons is not observed, and the
limit is

I'(r — 3v)

- -V 1x1078. 12
F(7r0_>27><3 x 10 (7.12)

Finally, the QED action is invariant under time reversal T', and therefore
also under C' PT, in agreement with the C'PT theorem, see Section 4.2.3.



7.2 One-loop divergences

In Section 5.6 we defined the superficial degree of divergence D for a
scalar field theory, and we saw that the condition for renormalizability is
that only a limited number of Green’s functions have D > 0. In QED, or
in general in the presence of fermions, the definition of D must be mod-
ified, since the fermionic propagator decreases as 1/p rather than 1/p2.
We denote by N¢**, N5** the number of external fermionic and photonic
lines respectively, by N}“ﬂN#“t the number of internal fermionic and
photonic lines, by V' the number of vertices in the graph and by L the
number of loops. Then, repeating the arguments of Section 5.6, the
superficial degrees of divergence is defined in QED as

D =4L—2N™ — N™. (7.13)

The number of loops is related to the total number of internal lines
N}“t + N,iyIlt as in eq. (5.143),

L=NP+NM—V+1 (7.14)

and the fact that to each vertex are associated two fermionic lines and
one photonic line means that

2V =2NP 4+ NP, V =2NX*+ N (7.15)
Combining these expressions, we find
3
_ ext ext
D=4-Nj —§Nf . (7.16)

This means that only the Green’s functions with Ns"t + %N}?Xt < 4 are
potentially dangerous. Furthermore, some of the potentially dangerous
Green’s functions are actually finite or even zero. Consider in fact the
Green’s functions with no external electron line and an arbitrary number
ij"t = n of external photon lines. They correspond to

(0|1 A, (xl)...AMn(xn)eXp{—i/d4x’HQED} |0).... (7.17)

We have seen that the QED Hamiltonian is invariant under charge con-
jugation, CHorpC = Hgoep. Inserting multiple factors C? =1 in the
above expression and using C|0) = |0), we find

(0]A,, (xl)...A#n(xn)exp{i/d4xHQED} |0)
= (0|(CA,, (21)C) ... (CA,, (2,)C)(C exp {i/d‘*z HQED} C)|0)

= (—1)"(0]AL, (z1) ... Ay, (zn) exp {i/d4x HQED} |0). (7.18)

Therefore the Green’s functions with no external fermion lines and with
an odd number of external photon lines are identically zero, to all orders
in perturbation theory (Furry’s theorem).

7.2 One-loop divergences 183



184 Quantum electrodynamics

L As in Section 5.6, this does not mean
that the other Green’s functions have
no divergences, but that their diver-
gencies are automatically cured by the
renormalization of Green’s functions
with a smaller number of external legs.

Fig. 7.1 The one-loop electron self-
energy.

q— q—

k-gq

Fig. 7.2 The one-loop photon self-
energy.

Fig. 7.3 The one-loop vertex correc-
tion.

Fig. 7.4 The one-loop light-light
scattering amplitude.

Thus, we are finally left with the following potentially dangerous®

Green’s functions: if N?Xt = 0 we can have

(1) Ns"t = 0. This is a vacuum diagram, and can be cured simply by
normal ordering the Hamiltonian.

(ii) N§Xt = 2. This is a divergence in the photon propagator.

(iii) N$** = 4. This is a light-light scattering amplitude.
If instead N§** = 2 (recall that N¢** must be even, as we see from the
first equation in (7.15), and as dictated by charge conservation) we can
have only

(i) N5** = 0 (the fermion propagator), and

(ii) N$** =1 (the interaction vertex).
If N}%Xt > 4 all Green’s functions have instead D < 0. Let us discuss
these UV divergences at the one-loop level. The corresponding one-loop
diagrams are shown in Figs. 7.1-7.4. Using for simplicity the Feynman
gauge £ = 1, the graph in Fig. 7.1 is given by

. _ [ d% nt i(¥—F+m) .
2= [ o (<) G T

The correction to the photon propagator is given by the graph in Fig. 7.2,

Mu(0) = (1) [ 55 (7.20)

xTr [(—ievu)%(— v) (& Z(&;)z g;;ni ie

The minus sign comes from the fermionic loop, and writing explicitly
the Dirac indices one can check that they combine to give a trace. The
correction to the interaction vertex in Fig. 7.3 is

d*k

inP ‘ i(y’
77;1_\/,1«(1)3 Q) = / W(*Z@")@) < Z_g > (7267P) (p/ j_ﬂk)éi(;;nj_ i€
P+ F+m)
p+k)2—m2+ie’

x(fie’yu)( (7.21)

with g+p = p’. The one-loop light-light scattering amplitude of Fig. 7.4
is instead given by (the +ie are understood)

4
Appo (k1 ko, ks, ka) = (=1)(—ie) i’ / (%4 Tr [v“ fff f:zg

F—ls+tm) , F—F—F+m)

o (p—k3)? — m? (p— k1 — k2)? —m?
. (=W +
X %} : (7.22)

with k1 + k2 = k3 +ks. The integrals in eqgs. (7.19), (7.20) and (7.21) are
UV divergent, so to make sense of them we must specify a regularization
procedure. Putting a cutoff A in Euclidean momentum space, as we did
in Chapter 5 for A\¢™ theories, is not at all convenient in a gauge theory.



The problem is that putting such a cutoff means that we are setting to
zero all momentum modes of the fields with k£ > A. However, even if we
set to zero all Fourier modes of the gauge field A#(k) with & > A, these
modes are regenerated by a gauge transformation A, (z) — A, (z)— 0,0,
with 6 generic. In other words, a cutoff in momentum space is not com-
patible with gauge invariance. In general, it is very dangerous to break
a symmetry of the theory by the regularization. One would naively ex-
pect that the symmetry is recovered when we remove the cutoff, but this
turns out to be not at all automatic (if the symmetry is not recovered,
one says that there is an anomaly in the theory). If the gauge symmetry
became anomalous it would be a disaster. We saw in Section 4.3 that
gauge invariance is crucial in order to eliminate the spurious degrees of
freedom from the gauge field A, and remain with a massless particle
with two helicity states h = +1, as is the photon. It is therefore much
more convenient to regularize the theory maintaining gauge invariance
explicitly. The two most useful gauge invariant regularizations are di-
mensional regularization and Pauli-Villars regularization. The former
is based on the following idea. Consider for example

d%k 1
I, = /WW’ (7.23)

where we have already performed the Wick rotation, so k is now a Eu-
clidean momentum, while A is some combination of external momenta
and masses. We are interested in d = 4, but we keep for the moment
d generic. For d = 4, this is one of the typical divergent parts of the
diagrams written above. Now one observes that, if d < 4, the integral is
convergent and the result can be written in terms of the Euler I' function,

1 TE2-9) [1\*¢
v (5) 2

The function I'(z) has isolated poles at z = 0,—1,—2,... and therefore
the integral diverges in d = 4,6, 8, . . ., and is otherwise well defined, even
for d non-integer. We can therefore take the right-hand side of eq. (7.24)
as the definition of I; for generic d, real or even complex. We can now
study it in d = 4 — € dimensions, and in the limit ¢ — 0 we recover our
divergence; from the known behavior of the I' function near the poles
one finds that, as ¢ — 0,

1 2 A
I — e <E —log w7 + O(e)> , (7.25)

where v ~ 0.5772. .. is called the Euler-Mascheroni constant. We have
therefore succeeded in writing the integral as a divergent part plus a
finite term; € plays the role of the cutoff.

The Pauli—Villars regularization is instead based on the idea of modi-
fying the form of the propagator in the UV, so that it goes to zero more
rapidly and helps the convergence of the loop integrals. For instance,
the photon propagator is modified by the replacement

1 1 1
K2 e k2 —ie K21 AZ_ie

(7.26)
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Fig. 7.5 The amplitude for eTe™ —
ptp™ at order €?; p,p’ are the in-
coming momenta of the electron and
positron, respectively, and k, k" the
outgoing momenta of x~ and pT.

In the limit A — oo we recover the original propagator, but for finite A
at large k2 the propagator decreases as 1/k* rather than 1/k2.

It can be shown that both dimensional and Pauli—Villars regulariza-
tions preserve gauge invariance. There is a well-developed technology
for computing integrals and renormalizing the theory in these schemes,
see, e.g. Peskin and Schroeder (1995) or Weinberg (1995).

Once we have regularized the integrals, respecting gauge invariance,
we can adapt to QED the same reasoning explained in the case of \¢*
theory; then, the graph in Fig. 7.1 can be treated exactly as we did in
Section 5.5.2 for the scalar propagator, and the divergence is reabsorbed
in a renormalization of the mass and of the wave function of the fermion.
The graph in Fig. 7.2 instead gives a result of the form

L. (q) = (uwd® — quay) T(¢%), (7.27)

with I1(¢?) divergent. This divergence is reabsorbed in a renormalization
of the wave function of the photon. It is important that in II,, (q) there
is no term proportional to 7, times a constant (rather than ang),
since this would have provided a renormalization of the mass of the
photon. However, a photon mass term m?4, A" in the Lagrangian is
forbidden by gauge invariance, and therefore such a term is not produced
using a gauge-invariant regularization. Finally, the graph in Fig. 7.3
renormalizes the electric charge.

The graph in Fig. 7.4, in a naive power counting, seems logarithmically
divergent. However the explicit computation shows that this graph is
finite because the would-be divergent term inside the integral actually
vanishes.

After reabsorbing the divergences into the renormalized fields, renor-
malized mass and renormalized charge, all other Green’s function are
one-loop finite. This turns out to hold at all loops, and QED is renor-
malizable.

7.3 Solved problems

Problem 7.1. ete™ — v — ptp~

As a prototype of many similar computations, we evaluate the cross-section
for the process e"e”™ — ptpu~ in QED. Remember, however, that when we
approach the electroweak scale we cannot limit ourselves to QED and there
is also a contribution to the amplitude from the Z° ete™ — Z° — putpu~,
which becomes resonant at £ = mz ~ 90 GeV. As long as the CM energy E
is much smaller that mz we can neglect it.

In QED at lowest order there is only one Feynman graph, shown in Fig. 7.5.
The Feynman rules give

My = 0" () e () (mw - 5)";‘%) @ (k) (—ien” )" (k).
(7.28)



where ¢ = p + p’ and the assignment of the momenta to the various particles
is as in Fig. 7.5. First of all, we observe that the term ~ ¢,q. in the photon
propagator gives zero. In fact, using ¢ = p + p’,

0 (77 0w @) = (5760 ) w o) + 570 ) . (7.29)

Using the Dirac equations for u and for o, given in egs. (3.100) and (3.115),
we see that the right-hand side of eq. (7.29) is equal to

’ ’

—mo* (p')u’(p) + mv* (p)u’(p) = 0. (7.30)

Therefore the matrix element is independent of the gauge fixing parameter &,
as we expected from gauge invariance. The origin of this result is the fact
that in the interaction Lagrangian A, is coupled to the current W* ¥, which
is conserved on the equations of motion since it is the Noether current of the
U(1) symmetry. We therefore recover, at the quantum level, a condition that
we already found classically in Section 3.5.4: to preserve gauge-invariance, a
gauge field must be coupled to a conserved current.

Let us now perform the computation of the scattering cross-section for
ete™ — pTp~. Using the notation s = ¢ for the square of the CM energy
we have

+

S (@ )y () (@ )y ulp™))

x (v e+)'yuu(ef)) (ﬂ(ef)'yyv(eJr)) . (7.31)

Myil* =

V)

We have used the notation u(e™) = u’(p), etc. in which instead of writing
explicitly the momentum and spin we have written the particles to which they
refer, and we used the identity (av*v)* = vy*u, which is easily derived using
()T = 709"

If we are interested in a process with a specific spin structure, i.e. if we
know the spin of the initial particles and we are interested in the amplitude
with a given value of the spin of the final particle, we can use the explicit
expression for u®(p),v°(p) given in Section 4.2. However, it is more common
that we have an unpolarized beam, so we do not know the spin of the initial
particle, and we accept in the detector all final particles, without measuring
their spin state. In this case we must average the cross-section over the initial
spin state and sum it over the final spin state. To understand how to perform
the sum over spins it can be convenient, even if a bit tedious, to write out
explicitly the Dirac indices and rewrite the above expression as

4

et _ _ y _
(Myil* = 5 (i )70 () 0e (1 ) Eaua(n”)

XVqr (e+)(7u)a’b’ub’ (€7 ) e (e_)(’YU)C’d’Ud’ (e+)

- Z_Q [u('u_)ﬂ(‘u_)]da Vo [”(Fﬁ)@(ﬁﬁ)]bc Yed
X [U(eﬂ@(eﬂ]wa/ (Vu)arvr [u(ef)ﬂ(ef)]b/c/ ()erar - (7.32)

Recalling now egs. (3.112) and (3.113) we see that, summing over the spin
states, [v(u")0(u")]pe can be replaced by (¥’ — mu)be, and [u(p )@ )]da
by (¥ 4+ mu)de. Similarly for the initial electrons; here however we have to
average, rather than to sum, over the two spin states, so u(e™)u(e™) is replaced
by (1/2)(¥+me.) and v(e™)v(e™) by (1/2)(#' —m.). Looking at the structure
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Fig. 7.6 The tree-level vertex. The
photon is off-shell.

of the Dirac indices, we see that they are cyclic and can be rewritten in matrix
form as traces. Therefore

S M = ST [y O ] T [ m 6~ ma]

spin
(7.33)

The traces can be performed using the identities
Tr(v"") = 4n™", (7.34)
Tr(y"y"y"y7) = 40" = n""n"" + 0" n""), (7.35)

while the trace of an odd number of v matrices vanishes (for other useful
identities, see, e.g. Peskin and Schroeder (1995), page 133). The factors
n" can then be used to contract the various momenta between them. The
resulting scalar products are most easily computed in the CM frame. In this
frame p = (E,p),p’ = (E,—p) with (2E)? = s and p?> = E? — m?, while
k = (E,k),k' = (B,—k) with k» = E*> — m’. Denoting by 6 the angle
between p and k, the result is

1 2+ m? 4m? 4m?
I Mt =t {1+4w+(1— ’:)(1—%)&529 . (7.36)

spin

To compute the cross-section we use eq. (6.43), with

Myil* — 5 ST My (7.37)
spin
and with |p| = VEZ —mZ2, |p’| = —m2. Introducing a = €*/(47) we
get
do o [(1—(4m}/s) 1/2 m2 +m? 4m? 4m?
Qoo (=t 144 e T g - Hleyq 2y o g
dQ  4s (1—(4m§/5) + s + s ) s ) cos
(7.38)

In the large energy limit, me,m, < /s (but still /s < mz otherwise QED
is not the correct theory to use, and we must resort to the Standard Model)
we have

o2

g?z T (L4 cos’0) (7.39)

and, performing the angular 1ntegrat10n, the total cross-section in this limit is
4o

~ . 7.40

o — (7.40)

Problem 7.2. Electromagnetic form factors

In this problem we study the most general form of the radiative corrections to
the electron—photon vertex, and we will show that the effect of loop corrections,
to all orders in «, is contained in two form factors, describing the electric charge
density and the magnetic dipole density.

Consider first of all the graph in Fig. 7.6, where the initial and final electrons
are on-shell, i.e. p? = p2 = mZ, while the photon line with momentum ¢* can
be an internal line of a more general graph, and therefore ¢2 is generic.

Consider the electromagnetic current operator

Jh(x) = U () ¥ (2), (7.41)



(a) (b) ©

(e)

Fig. 7.7 Loop corrections to the vertex. The graph (a) is the tree-level contri-
bution. The one-loop contributions are given by the graphs (b), (c¢), (d) and
by a graph like (d), but with the photon line on the other electron line. The
graph (e) is an example of a two-loop graph. The sum over all possible graphs
is indicated by the blob.

where W is the full quantum field, rather than the free field in the interaction
picture. The information on the electron—photon vertex, to all orders in «, is
contained in the matrix element of this current between the initial and final
electron states,

(p2|Jém ()[p1) - (7.42)
(For notational simplicity, we suppress the spin labels in the initial and final
state.) At tree level, we just substitute U with the free field (4.32) and we
compute the matrix element explicitly,

<p2|Jéum (m)|p1>\tree = ﬂ(p2)'7uu(171) eii(pl —P2)z . (743)

This is the contribution to the matrix element of the T operator. The fac-
tors e "“(P17P2)% tooether with similar factors from the other external lines of
the complete Feynman diagram, contribute to the overall Dirac delta express-
ing energy—momentum conservation, which is extracted from the definition of
My, see eq. (5.115). These exponential factors can be extracted to all orders
in perturbation theory, simply observing that, if P is the momentum operator,
we have

T (z) = e PT I (0)e 7 (7.44)

and therefore

(P2l Tl (@)lp1) = (P2l Tn()e™ " |p1) = € TP (o] T, (0) ).
(7.45)
So, the object which enters in M y; is (p2|J&,(0)|p1) and at tree level

(p2] T (0)|p1) tree = T(p2)y ' u(p1) . (7.46)

The one-loop corrections and an example of a two-loop graph are shown in
Fig. 7.7, and we have generically denoted by a blob the sum of all possible
radiative corrections, to all orders in a. Of course, it is not possible to compute
this sum explicitly. However, the result is constrained by Lorentz invariance,

(d
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parity and gauge invariance. Lorentz invariance implies that the result must
be a four-vector, so we should ask what four-vectors can be constructed with
the spinors %(p2) and u(p:1)

The most general fermion bilinears have been classified in eq. (3.119). Using
the variables

p=p+0y, ¢ =ph—-pl, (7.47)
the most general four-vectors that we can construct with the spinors us =
u(p2) and w1 = u(p1) is a linear combination of

— — — — v — v
toptur, teqtur, w2yMui, w20"pour, U2 qur, (7.48)

which are true four-vectors, plus the corresponding pseudovectors obtained
inserting 7°. Therefore (pa|J&%,(0)|p1) must be a combination of these quan-
tities.

Under parity Ji, () is a true four-vector, so it transforms as Jon (t,x) —
J2.(t,—x) and Ji,(t,x) — —J..(t,—x) or, more compactly, as J&, (t,x) —
n*H* JEL (t, —x ), with no sum over the p index. At the same time, under parity
the state [p1) — ne|pl), where 7. is the intrinsic parity of the electron and pj is
the parity-reversed momentum, p; = (p?, —p}); similarly (p2| — (ph|nZ, with
the same 7. since we have an electron both in the initial and in the final state.
The term n2n. = 1 therefore cancels and the matrix element (p2|Ji, (0)|p1),
under parity, picks a factor n** while the momenta pi,p2 become parity-
reversed. This is the same transformation properties of the five terms displayed
in eq. (7.48), while the corresponding quantities constructed with v° pick an
overall —n#" factor. Since parity is a symmetry of QED, only the terms in
eq. (7.48) can enter in the parametrization of the matrix element that we are
considering, while the terms with 4° are absent.

Another simplification comes from the fact that, when w1, 72 are solutions
of the Dirac equation with masses m1, ma respectively (in our case mi1 = mo =
me), there is an algebraic identity, known as the Gordon identity: from the
definition of o#”,

ﬂQququul = %ﬂ2[’Yu:’YU](pg - pllj)ul = %ﬂ2 [7#19/2 — Yuly — PoVu + ]/1’YM] ui -

(7.49)
In the first and in the fourth term we anticommute y with v*, so that ¥ is
next to w1 and @, is next to w2, using

Yo = Vs W} — Y 70) 05 = 2p2,1 — Po Vi, (7.50)

and similarly for ¢,v,. Then we use gur = miui and U2y, = matsa, see
egs. (3.100) and (3.114), and we find

U0 g U1 = itis [pp — (M1 + ma)yu] u . (7.51)
Similarly, considering @20, p”u1, we find

U0 P ur = itz [¢" + (m1 — ma)y"]ur . (7.52)
We can use these identities to eliminate 420" p,u1 and wephui from the list
of independent bilinears. Therefore we find that (p2|J&,(0)|p1) is at most a
linear combination of @(p2)y*u(p1), u(p2)c* ¢ u(p1) and @(p2)gu(p1). The
coefficients must be Lorentz invariant functions. With p* and ¢" we can
construct the invariants ¢2,p® and gp. However, gp = p3 — p? = 0, while ¢°
and p? are not independent since ¢> = p3 + p7 — 2p2p1 = 2m2 — 2pop1 and



p2 = p% +p% + 2pap1 = 2m3 + 2p2p1, so that q2 +p2 = 4m§. ‘We choose q2 as
the independent variable. Then

20" quur + f3(q°) G2 us -

(7.53)
The factor ¢ in i6"”q, is chosen so that fa2 (q2) is real, and the factor 1/2m.
is a convenient normalization, so that f2(¢*) is dimensionless, as fi(q?). We
now make use of the fact that, as a consequence of gauge invariance, the
electromagnetic current is conserved, 9, J4,(z) = 0. Using eq. (7.45) we see
that this means that

(P2l T (0)lp1) = F1(4%) 827" s + fo(”) 5

e

4 (p2|Jem (0)|p1) = 0. (7.54)

The term @oy*ui satisfies this condition, since guu2y*ui = G2(Py — ¥1)wa
vanishes because u1 and ug are solutions of the equations of motion. Also the
term @20"”q,u1 satisfies the condition: ¢#”q,q, vanishes identically because
o™ is antisymmetric. Instead g,u2¢"u1 = q2ﬂ2u1 does not vanish, since the
photon is in general off-shell, and ¢® # 0. Current conservation is exact to all
orders in «, since it is a consequence of gauge invariance, which means that
the function f3(g?) must be identically zero.

In conclusion, the most general parametrization of the matrix element of
the electromagnetic current, compatible with Lorentz invariance, parity and
current conservation (i.e. with gauge invariance) is

m

(P2| I (0)p1) = f1(g%) uay"ws + fo(q°) 5—qu U20" us . (7.55)

i
2Me

The functions fi(¢?) and f2(¢®) are called form factors. Comparison with
eq. (7.46) shows that at tree level f1(¢?) = 1 and f2(¢®) = 0. We now want
to understand their physical meaning. This can be obtained considering their
effect on the scattering amplitude. The meaning of fi can be understood
considering its effect on the scattering of the electron on a static source, such
as a heavy atom. We computed it at lowest order in Section 6.6. Including
f1, eq. (6.77) becomes

Myi(g) = i—iﬁ(q), (7.56)

where we have taken into account that, for elastic scattering, ¢ = (0,q)
and we denoted by fi(q) the function fi(¢?) evaluated at ¢* = (0,q) . The
interaction potential (6.78) then becomes

Vi(x)= 7262/ (;lﬂ‘)ls flq(‘j)eiq‘x : (7.57)

We denote by p(x) the inverse Fourier transform of f1(q),

filq) = /d3m'p(x')e_iq'x/. (7.58)
Then
ABq 1 qx—x’
_ 2 3/ ’ L ige(x—x")
Vix)=—Ze /d ' p(x )/(271_)3 qu
2
=28 [y L xh). (7.59)
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This is the Coulomb potential generated by a charge distribution p(x), and
therefore the form factor fi(q) is the Fourier transform of the charge distri-
bution. We see that the effect of loop corrections is to delocalize the charge
distribution of the electron, which is a Dirac delta at tree level and becomes
p(x) after the electron is “dressed” by the radiative corrections. We also see
that, to all orders in «, f1(0) = 1, since it is just the total electron charge, in
units of e.

The meaning of the second form factor is more easily understood looking
rather at the scattering in an external magnetic field. Instead of specifying
the structure of the source, we can more simply write the interaction with an
external field A5 in the form

Lext = —eA" Jh, . (7.60)

We consider again a static external field, so ¢° = 0, but now we take AZ* =0
and V x A = B. The amplitude is
qex — 1 qex — v
Myi = —efi(@) A (@ap')y" u(p) — efa(a) 5 — A (9)avu(p') o™ u(p)

 fo(a) Al (@)’ u(p ) T u(p). (7.61)

=ef1(q)Aue(Q)u(p )y ulp) — v
We consider a slowly varying field, so we take q — 0 and we keep only
the first non-vanishing contribution. The computation is performed in detail
in Peskin and Schroeder (1995), Section 6.2, so we simply quote the result.
The expansion in powers of q starts from a constant spin-independent term
proportional to p 4+ p’. This is the contribution of the operator p- A + A - p
from the non-relativistic Hamiltonian (p —eA)?/2me.. We are more interested
in the next term, which is linear in q and depends on the spin, and gets
a contribution both from f; and from fs. The result, limiting ourselves to
processes with the same spin state for the initial and final electron, is

Myi = 5o [f2(0) + 2 (0)] B €' (7.62)

where My; = My;/(2m.) is the matrix element with a non-relativistic nor-
malization for the electron, and is related to the scattering potential as in
eq. (6.71); Bé is the Fourier component of the magnetic field. Using the re-
sults of Section 6.6, we can see that this is the scattering amplitude that would
be generated, in the non-relativistic theory, by a potential

Vx)=—pB(x) (7.63)
with . o
=R+ £2000) (675¢) - (7.64)

From (7.63) we see that p is a magnetic dipole moment. Since f1(0) =1 to
all orders in perturbation theory, the magnetic moment p is related to the
expectation value of the spin operator,

s=¢'Z¢, (7.65)
by .
B=g5 S, (7.66)
where g = 2 + 2f2(0), or )
2= £(0). (7.67)
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The form factor fa(q?) therefore gives a correction to the magnetic dipole
moment. At tree level, f2(0) = 0 and we recover the result that we found
from the Dirac equation, see eq. (3.186). Deviations from g = 2 therefore
come from the loop corrections to f2(0). The one-loop result, first derived by
Schwinger in 1948, turns out to be f2(0) = a/(27).

e QED describes the interactions of spin 1/2 charged particles with - i

photons. The Feynman rules are summarized in Fig. 7.8. The wave P pomeie

functions associated to the external legs were given on page 135. oy - [, - (1-8) /L/?]
QED is renormalizable. The one-loop divergences are studied in k Krie k
Section 7.2 and are reabsorbed into the renormalization of the ¢

fermion mass, fermion wave function, photon wave function and ?

electric charge. The photon mass is protected against loop correc- » n —iey"

tions by gauge invariance.

Invariance principles constrain the form of loop corrections to all
orders. In particular, the vertex is parametrized by two form fac- Fig. 7.8 The Feynman rules for

tors, representing the charge density and the magnetic dipole den-

sity.

QED.

Further reading

e QED is discussed in great detail in many books.

See, in particular, Itzykson and Zuber (1980), Pe-
skin and Schroeder (1995), Weinberg (1995) and
Landau and Lifshitz, vol. IV (1982).

Many useful theoretical and experimental results
are collected in Quantum Electrodynamics, T. Ki-
noshita ed., World Scientific 1990. This includes re-
views on high-precision tests of QED, a description

of measurements and of calculations of the mag-
netic moment of electrons and muons, hydrogenic
bound states, Lamb shift experiments, hyperfine
structure experiments, precision measurements in
positronium, etc.

For an explicit calculation of the g — 2 of the elec-
tron at O(c) and of the Lamb shift see, e.g. Mandl
and Shaw (1984), Section 9.6.

Exercises

(7.1) (i) Write the Feynman diagrams for the annihila-

+

tion eTe” — 27, to lowest perturbative order.

(ii) Write the modulus squared of the amplitude as
a trace, averaging over the initial spins and sum-
ming over the final helicities. Evaluate the trace in
the limit p — 0, where p is the electron momen-

tum in the CM.

(iii) Compute the cross-section & of the process (av-
eraged and summed over the initial and final spins)
in the limit p — 0. Show that the flux factor I can
be written as

I=FEEsw, (7.68)
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(7.2)

where F1, E5 are the energies of the two incoming
particles in the CM and v their relative velocity.
Using this, and the value of |[M|? computed above,
verify that in the limit p — 0,

2
_ TR
O’e+e*—>2'y - )

. (7.69)

with rB = a/me.

In this exercise we compute the decay rate of
positronium (the hydrogenoid bound state of e™
and e”) into two photons, restricting to positron-
ium states with orbital angular momentum L = 0.

(i) Using the results of Exercise 4.1, show that, if
L = 0, the annihilation can take place only when
the eTe™ pair has total angular momentum J = 0,
and that the cross-section &, averaged over initial
spin and summed over the final helicities, is given
by

o= ZO’
where o is the cross-section with the e™e™ pair
in the state with J = 0.

(ii) Consider first the cross-section for the annihi-
lation ete™ — 2,

L =0 (7.70)

(J=0)

1
o= H/|/\/le+eq27|2d<1>(2> (7.71)
(we include the 1/2! for the identical photons in
d®®?). Using eq. (7.68) show that

ov = /|1\4€+E,H27|2d<1><2> , (7.72)
where My; is the matrix element with the normal-
ization of one particle per unit volume. Verify also
that

FPOSHQ’Y :/|MPOS~>27|2d¢)<Z), (773)

where in Mpos—2, the positronium state (labeled
“Pos”) is normalized as one particle per unit vol-
ume.

(iii) Write Mo+ .— o, = (27|p, —p) where p is the
electron momentum in the CM, and Mpos—2y =
(2v|Pos), where the positronium is at rest. Show
that

3 ~
MPOSHZ’Y = / ﬂ@’ﬂp , P >w(P) ’ (774)

(2m)3
where ¢(p) is the positronium wave function in
momentum space.

(iv) Justify the fact that ¢(p) is peaked at small
values of the momentum, |p| ~ (1/2)mea, and
from this derive that, at lowest order in «,

MPOS—’Q’Y = w(o) 1:11510<2’Y‘p ’ _p> 9 (775)
where () is the wave function in position space.
Using egs. (7.72) and (7.73) derive the relation

FPOS—»Z'y = |'¢(0)|2 hmo O'(JZO)’U .
P—

(7.76)

(v) The wave functions of positronium are the same
as the hydrogen atom, with the replacement of
the reduced mass, which is approximately m. in
the hydrogen atom, with m./2 for the ete™ sys-
tem. Then, in the state with quantum numbers
n=0,L=0,

1

vmrad

with a = 2/(meca). Using the cross-section (7.69)
and egs. (7.76) and (7.70) show that, for the state
n=L=0,

e/, (7.77)

e(r) =

1
FPOSHQ’Y = Emeas . (778)

Compare this result with the experimental value of
the lifetime, T' = 7.994(11) ns™*.



The low-energy limit of the
electroweak theory

In this section we begin our study of weak interactions. The electroweak
theory is described by the Standard Model (SM). A systematic expla-
nation of the SM is beyond the scope of this course, but in the next
chapters we will introduce two of the most important theoretical tools
for its construction, i.e. non-abelian gauge fields and the Higgs mecha-
nism.

However, the full structure of the SM is only revealed at energies
comparable to the masses of the bosons W* and Z° that, together
with the photon, mediate the electroweak interaction. Since mpy =
80.425(38) GeV and mz = 91.1876(21) GeV, the weak decays of particles
with masses between a few hundred MeV and a few GeV, as for instance
the muons, the pions, the kaons, the neutron, charmed mesons like the
DO, etc., can be studied in a low-energy approximation to the SM. For
instance in the §-decay of the free neutron, n — pe™ U, we have a mass
difference m,, — m, ~ 1.29 MeV. Therefore, even if at the fundamental
level the decay is mediated by the W-boson, the fact that the maximum
momentum transfer is much smaller than my, allows us to use a low-
energy effective theory. The same approximation holds for nuclear g-
decays.

For the same reason, we can use the low-energy theory when we
study a scattering process mediated by weak interactions, as for instance
e V. — € U, at center-of mass energies well below myy .

In this chapter we introduce this low-energy approximation, which is
given by a four-fermion model, and we will understand how it can be
obtained “integrating out” some heavy gauge bosons. We will then illus-
trate in detail in the Solved Problems section how to use it to compute
explicitly many weak decays.

8.1 A four-fermion model

As a preliminary exercise, we consider a theory with a single Dirac
fermion ¥, and a Lagrangian

L=V(ig—m)T+GI¥)?2. (8.1)

The interaction is given by a four-fermion term, and in the Feynman
diagrams we have vertices where four fermionic lines meet at a point,
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. . 2
Fig. 8.1 The exchange of a massive p2<<M
intermediate boson reduces to a four-
fermion interaction in the low-energy

limit.

similarly to the A\¢* theory. The difference, however, is that the coupling
constant G is not dimensionless. In fact, since f d*z L is dimensionless,
from the kinetic term we see that ¥ has dimensions of (mass)?/2, and
therefore G ~ (mass) 2. As we saw in Section 5.6, a negative mass
dimension for the coupling means that the theory is not renormalizable.

We denote the fermion by f and the antifermion by f. If we compute

a scattering amplitude ff — ff at tree level in this theory, we find

iMyp_pp = iG [0(p1)u(p2)a(psy)v(ph)] , (8.2)

where u, v are the wave functions, p1, p2 the initial momenta and p, p
the final momenta. We want to compare this four-fermion theory with
a theory where the fermion is coupled not directly to itself, but rather
to a massive real scalar field with mass M, so we consider a theory with
action

S = /d4x [%awam - %M%Q + U (i@ —m)V — gpU¥],  (8.3)

where g is a coupling constant which, by dimensional analysis, is imme-
diately seen to be dimensionless. The ff — ff scattering amplitude at
tree level in this theory is given by the Feynman diagram on the left of
Fig. 8.1 and the Feynman rules give

. ‘ i _ _
iMs 5= (—ig)? 212 [0(p1)u(p2)u(py)v(p))] (8.4)
where p? = (p1 + p2)? = E2,, and E.p, is the energy in the center of
mass. Therefore

iMprpf = ngfiEgm [0(p1)u(p2)a(py)v(ph)] - (8.5)

We see that at low energies, Ey < M, the amplitudes (8.5) and (8.2)
coincide if we make the identification

2
g

=z (8.6)

More generally, consider an arbitrary amplitude, with all external mo-

menta small compared to M and regularize the theory putting a cutoff

in momentum space A SM, so that also all the momenta circulating
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in the loops are smaller than M. Then, in all internal lines the scalar
propagator can be approximated as

1 ?

P I VT (87)

and, with the identification (8.6), the Feynman rules of this scalar-
fermion theory become identical to those of the four-fermion theory (8.1).
Therefore the four-fermion theory (8.1) can be seen as the low-energy
limit of the theory (8.3), which has only dimensionless couplings and
indeed is renormalizable. We see that, even if the four-fermion theory is
not renormalizable, it can nevertheless be a useful low-energy approxi-
mation to a renormalizable theory. The presence of a coupling G with
dimensions (mass) 2 is now seen to be a signal of the existence of a par-
ticle with mass M and coupling g, with G, M and g related by eq. (8.6).

The situation for the low-energy limit of the electroweak theory is con-
ceptually similar, but with more complicated four-fermion terms com-
pared to this toy model. In the next section we will first of all introduce
the fermionic fields that appear in the electroweak theory, and we will
then present their interactions, as we know them nowadays from the
Standard Model. We will finally see that in the low-energy limit weak
interactions are described by a four-fermion theory, which is the Fermi
theory of weak interactions, with the so-called V' — A structure of the
currents proposed by Feynman and Gell-Mann.

8.2 Charged and neutral currents in the
Standard Model

The fermions that appear in the Standard Model are the leptons and
the quarks. The leptons are organized into three families: the electron
e and its neutrino v., the muon p and its neutrino v,, and the 7 and
its neutrino v,. Similarly the quarks are organized into three families:
uw and d, ¢ and s, ¢t and b. In units of |e|, the quarks u, ¢, t have electric
charge 4+2/3 while d, s,b have —1/3. For the antiparticles the charge is
reversed, and i, ¢, £ have charge —2/3 while d, 5, b have charge +1/3. We
denote by e the Dirac spinor describing the electron and the positron,
by u the Dirac spinor describing pF, etc. We denote by ey, e the Dirac
spinors
1— ,75 1+ ,y5
2 €, ER = B

and similarly for all other particles. Therefore ey g are the Weyl spinors
written in a four-component Dirac notation. Neglecting the possibility
of neutrino masses, the neutrinos have only the left-handed component
vy, and we will use a Dirac notation for them, with a Dirac spinor v
that satisfies (1/2)(1 —~°)v = v, see eq. (3.93).

Nowadays we understand the Fermi theory as a low-energy limit of
the Standard Model, so we will give the full structure of the interaction
in terms of leptons and quarks that derives from the Standard Model.

er, = e, (8.8)
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IThe vector and axial current, and
their relations with vector and axial
U (1) symmetries, were discussed in Sec-
tion 3.4.3.

2Quark fields also have a color index,
as we will see in Chapter 10. All the
currents that we will consider in this
chapter are color singlets, i.e. the color
index in the bilinears is simply summed
over, and we do not write it explicitly.

The charged leptonic current is defined as
_ 1 _ _
JoM = E (€ry*Ve,r + Y vu,L + Ty vr L) (8.9)

The operator é creates an electron or destroys a positron, so it lowers
the charge by one unit, while v, destroys a neutrino or creates an an-
tineutrino. Since the electric charge of the neutrino is zero, J; " is an
operator that lowers the electric charge by one unit, and is therefore
called a charged current. Its hermitian conjugate is

1
JIJF’M = — (l_/e’L’yﬂeL + DM,L’YM,U/L + DT,L’YMTL) , (8.10)
V2
and raises the charge by one unit. Observe that, for any spinor ¥, the
definition U7 = (1/2)(1 — +°)¥ implies \IJTL = Uf(1/2)(1 — 4°) since 7°

is hermitian, and therefore Wy, = W(1/2)(1+~°), since v° anticommutes
with 4°. Furthermore from (7°)? = 1, it follows that

<1_275>2 <1_275> . (8.11)

- 1445 148 - 1—
Ve,LV#BLZVe 27 A 27 e = ™ i

Therefore we can write

)2e = %Eefy“(l —e,
(8.12)

and similarly for all other terms. The charged current is therefore pro-
portional to the vector current minus the axial current.! This is referred
to as the “V — A” structure of the charged weak currents.

Similarly, there is a quark charged current, which mediates transitions
between hadronic states. Its explicit form in terms of quarks is quite
similar? to the form of the leptonic current,

_ L5 7
Iyt = —= (dpy*ur + syt + byt (8.13)

V2

Here (d', s',b") are linear combinations of (d, s,b). In a first approxima-
tion b’ ~ b, while

d =d cosOc + s sinfc, (8.14)
s’ = —d sinfc + s cosf¢, (8.15)

and ¢ is known as the Cabibbo angle. Numerically, sin o = 0.220(3).
If we include also the (small) mixing of the b quark, the 3 x 3 matrix
relating (d’, s',b') to (d, s,b) is called the Cabibbo—Kobayashi-Maskawa
(CKM) matrix.

The total charged current is therefore

JTH = T g (8.16)

and its hermitian conjugate is denoted J™#. Even if egs. (8.9) and
(8.13) are formally similar, there is an important difference. When we
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compute weak decays the initial and final states will be leptons and
hadrons, rather then leptons and quarks. Hadrons are bound states
of quarks, held together by complicated non-perturbative QCD effects.
Therefore, while the matrix element of the leptonic current between
leptonic states can be computed explicitly, we are not able to compute
the matrix element of the quark current between hadronic states because
we are not able to write a wave function of the hadronic states in terms
of the constituent quarks. The best we can do (unless we resort to non-
perturbative techniques beyond the scope of this book) is to parametrize
them using symmetry principles. We will give many explicit examples
of these computations in the Solved Problems section.

Beside charged currents, there are also neutral currents. Restricting
to the first family (the other families just give a replication), the neutral
lepton current is

Jlo’” = a1 Ue, . Y'Ve,1, + a2 €pv'er + az épyfer, (8.17)
and the neutral quark current is
J}?’M =b ﬂL7”uL + by ’IER’}/#UR + b3 CZL’y“dL + by CZR’}/#CZR . (8.18)

The Standard Model predicts the coefficients a;, b; in terms of a single
parameter Oy called the Weinberg angle,

1 1
m=g, G2=—g +sin® Oy,  az = sin® Oy, (8.19)
and
1 2 2
b1—§—§sin29w b2=—§Sin29W
1 1
by=-3+3 sin? Oy by = 3 sin® Oy . (8:20)

The experimental value® of the Weinberg angle is sin? y, = 0.23120(15).
The total neutral current is

JOH = g (8.21)

In the Standard Model the charged and neutral currents are coupled
to the vector fields W:E and Zg respectively, with an interaction La-
grangian given by

Ling = gW,FTTF + W T ) + g Z JOH . (8.22)

Observe that the left- and right-handed spinors enter the theory in an
asymmetric way. The charged currents, in particular, depend only on
the left-handed spinors. In the neutral currents we also have the right-
handed electron e but its coupling is different from the coupling of
er, see eqs. (8.17) and (8.19). This means that parity is broken by
weak interactions, both in processes mediated by charged currents and

3Actuadly, the precise definition of
0w depends on the renormalization
scheme. This is the value in the so-
called MS scheme.
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e

Fig. 8.2 The decay = — €™ Pevy.

in processes mediated by neutral currents. The two gauge couplings ¢

and g are related by p

cos Oy’

g= (8.23)
and g is related to the electric charge by |e| = gsin @y . The bosons W+
and ZY are massive: my = 80.425(38) GeV and mz = 91.1876(21)
GeV. We will study in Section 11.4 the mechanism that generates the
masses for these gauge bosons. In any case, when we study the decay
of particles like the muon (with m, ~ 105 MeV) or the pions (with
my+ ~ 140 MeV), etc., the masses my, myz are much larger than the
energy scales involved, and therefore we are in a situation similar to
that examined in Section 8.1: the interaction, that at a fundamental
level is described by the exchange of the W, Z° bosons, is described at
an effective level by a four-fermion Lagrangian.

To be specific, let us study the muon decay, u= — e~ Der,. At the
fundamental level, the interaction is mediated by the W~ boson as in
Fig. 8.2. From the form (8.10) of the current and (8.22) of the La-
grangian we see that at the first vertex the relevant term in the interac-
tion Lagrangian is

9 (- L
% (VM,LVl /’LL) le_ 3 (824>

which destroys the incoming p~, creates a v, and creates a W~ (the
operator W~ can destroy a boson W~ or create a boson W™, while the
operator W, which is its hermitian conjugate, can destroy a boson W+
or create a boson W ™). Similarly, at the second vertex the relevant term
in the interaction Lagrangian is

% @y ve,r) W, . (8.25)

The propagator of the W boson turns out to be

~ —1 quqv
D, =———-—— v — . 8.26
1) = e (= 2) (5.26)

For our present purposes the derivation of this result is not necessary,
and the only important point is that, when all masses of the initial and
final particles are much smaller than myy, this reduces to
~ i
D,y ~ —nu- 8.27
m m%/V um ( )
This result is easily understood by comparison with the propagator of a
massive scalar particle, i/(¢?> — M?) — —i/M?. The spatial components
W, with p = 1,2,3, at low energies, have the same propagator as a
scalar field, while W,—o, as usual, has the “wrong” sign.
We can now compute the amplitude for the muon decay. Since my >
My, Me,
i 5

iMyi (%) a7 5| e [aten )

My

2

8:7]12 [a(v)y" (1= 7" )u()] [ale)yu(1 —")w(ve)] . (8.28)
w

—1
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where u,v,u are the appropriate wave functions, and we have written
the current in the V — A form using eq. (8.12). The Fermi constant Gp

is defined by )
GF g
— = . (8.29)
V2w
We see that the amplitude My; in eq. (8.28) can be derived directly
from the effective Lagrangian

L=——[7,/"(1—7")u] [ev.(1 —7°)ve] . 8.30

75 " (L= 77)u] [eru(1 = 57)we] (8.30)
The same reasoning can be made for all other processes mediated by
the W boson. Therefore, the total effective Lagrangian for processes
involving charged currents is

Gr ;.
Lp= —7; gl (8:31)
where j* = ji' + jl,
it=Y -+, (8.32)
l=e,pu,T
and
gn = d (=" u+ 51— ") + by (1= 27)t. (8:33)

(Observe that j# differ by J*, defined in eqgs. (8.10) and (8.13), by
a normalization factor 2v/2.) Equation (8.31) is known as the Fermi
Lagrangian.*

The same analysis can be repeated for the neutral currents. In this
case the coupling g is replaced by g, see eq. (8.22), and my by mz. The
masses my and my are related by my, = my cos Oy (see Section 11.4).
Using eq. (8.23), we see that g?/m% = g*/m3,, and we find
_4G_F Jo jo.n

V2 o
with JO* given in egs. (8.17), (8.18) and (8.21).° It can be convenient to
change the normalization also for the neutral currents. We then write

(8.34)

Eneutral =

G = ar Dy (1 — °)ve + az &y (1 — 7°)e + az ey (1 +7°)e, (8.35)

and

an" = b1 (1= 9)u + by iy (149 )u
bz dy* (1 —4°)d + by dy*(1 +~°)d, (8.36)

with a;, b; still given by egs. (8.19) and (8.20). Then j, = 2J3 and the
Lagrangian for neutral currents reads

GF -0 0,1

Eneutral = 7% ]N] (837)

In the next section we will use these effective Lagrangians to compute
explicitly a number of weak decays.

4The original Fermi theory, proposed
in the 1930s to explain beta decay, con-
tained only vector currents and obvi-
ously it was formulated in terms of
proton and neutron fields rather than
quarks. Here we have presented the
full structure, as we understand it to-
day from the Standard Model. See, e.g.
(Weinberg), vol. II, Chapter 21 for ref-
erences on the discovery of the Stan-
dard Model.

5Writing the Lagrangian (8.34) we have
taken into account that each given neu-
tral current process gets two contribu-
tions from JgJO’“. E.g. in the pro-
cess er €y, — vpvr we can pick the
term ey €y, from the first factor JB and
v or from the second factor J9X, or
vice versa. This does not happen in
the charged current Lagrangian, where
we have a current times its hermitian
conjugate, rather than a current times
itself as in eq. (8.34).
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8.3 Solved problems: weak decays

Problem 8.1. = — e vy

This exercise is a prototype of many similar calculations and we perform it
in great detail. We already computed the matrix element for the decay in
eq. (8.28). At lowest order in the Fermi coupling,

My = =S5 0l e =] . (e39)

We denote the wave functions of the initial and final particles simply by the
name of the particle. This notation does not displays explicitly the information
of whether we had a particle or an antiparticle (i.e. whether the wave function
is u or v), but has the advantage of being lighter.

The complex conjugate of the matrix element is computed using (7“)Jr =
24440 and (v*)F = ~°. For any two wave functions Wy, ¥y

(T17# (1 =7")Wa)" = (Wiay"(1 - )\Pz) = U1 -7") ("""
= Uy (1 =~y . (8.39)
Then G
M= ==L [in" (1= 7" )vu] [Pevu(1 —°)e] (8.40)

V2
and

2
(Myif* = % (707" (1 = "] [0 (1 = 3") ] [ (1 = Y] [Pe (1 = 7")e] -

(8.41)
We denote by k the four-momentum of the electron, p of the muon, g1 of D.
and ¢z of v,. We average over the polarization of the initial muon and we
sum over the final electron polarization, using egs. (3.112) and (3.113). This
means that (writing explicitly the Dirac indices a,b) we replace

€q€p — (k/(‘i’ me)ab ;

Haftp — %(7%4‘ My)ab
(Ve)a(@e)o = (¢1)ab
(Vi)a(@u)o = (¢2)ab -

The last two equations follow automatically from the fact that the massless
neutrinos, written in a Dirac notation, have only left-handed components.
Substituting into eq. (8.41) we see that, in the product of the first two brackets,
the structure of Dirac indices becomes cyclic,

[W’Y“(l _’Ys)ll] [ﬂ’YU(l - 5)”#]

Ja (' (1 =77)),, mefie (v (1 =77))
Pu)al (7"(1 = 5))ab [ubuc] (v (1 — ))cd
— (@o)aa (11 =77)) 4y B mdee (77 (1= 9),,

Tr (g7 (1 =) (F+mu)y (1 —77)] . (8.46)

Q
—~
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The ~° factors can be simplified observing that
L= )F+mu)y” (1 =7") = # 1+ (1 =) +mu(l =777 (1= 7°)
=§7"(1=7")" + muy" (1 +77)(1 =)
=277 (1-7"), (8.47)
where we used the fact that (1 —+°)? = 2(1 —~®) while (14 +°)(1 —~°) = 0.

The product of the last two brackets in eq. (8.41) is treated similarly, and we
find

IMyi? = GETr [¢oy" ¥y (1 — %) Tr [dy v kv (1 — )] . (8.48)

The traces are computed using the identities given in the Notation section,
that we recall here

Tr(y9") = 4n™, (8.49)
Tr(V*v"v"y7) = 4 ("' 0" —n""n"7 +0"7n""), (8.50)
Tr(v77" 7"y 7) = —4ie""7 . (8.51)

As a result
(Myil* = 16G% paga.a ka7 (n™n™ — 0™ nt 40 n 4 i)
X (NpuNov = NpoMuv + NovMuo + t€ppon) - (8.52)
Performing the contractions, and using the identity
€M € gy = —2(6585 — 6580), (8.53)
we finally find
|Myi]* = 64G% (pugt) (kugs) - (8.54)

We can now find the decay rate using eq. (6.20). We work in the rest frame
of the muon. Then

1
dr = M| dd® (8.55)
2my,
32G% &k g &g 45(4)
= 2m)°0 —k—q — Y kg
my (27r)32Ek (27‘(’)32E1 (27’[’)32E2( ﬂ-) (p q1 q2)pﬂq1 q2,
where we denote q?yg = FE1. Experimentally, the neutrinos are of course

much more difficult to observe than the electron, so it is more common that
one is interested in the decay rate as a function of just the electron energy.
Then we integrate first over qi, g2. Let us define ¢ = p— k. We must compute

g g

4, _ nov
B B 0 g—q — )i - (8.56)

1"(q) =
It is not necessary to compute all the components of I*”(q) separately. Lorentz
invariance dictates that the most general form of I*¥(q) is

v

1"() = A@ " + B(g") L2

q2

(8.57)

Taking the trace, If; = 4A 4+ B, while ¢,.q. I"" = ¢*(A + B), so it suffices to
compute I}, and g.q,I"" to have A, B and therefore the full tensor I**(q).
We compute first

Baqr &
I = CLCDL 5D (g g1 —g2)(qug2) (8.58)
Fi1 E>
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where (q1g2) denotes the scalar product ¢i1,.q5. The Dirac delta gives ¢ =
¢1 + ¢2 and therefore ¢*> = ¢ + ¢ + 2(q1¢q2) = 2(q1¢2), since for massless
neutrinos ¢ = g3 = 0. Then

¢ [ Padq 5@ ¢ [ dPa

po_ 4 o _ 4 0 _ _
IIJ« - 2 El E2 (q q q2) 2 ElEQ 6(q El E2) . (859)

Since I}; is Lorentz invariant, we can compute it in the frame that we prefer; in
particular, in the center-of-mass frame of the two neutrinos, we have F1 = F»
and therefore

2 2 2 0
w_ @ [ EidEdQs o o p 4 / Lsg 9y _ =2
Iu = D) / E% 5(q 2E1) 2 4 dE1 2(5(E1 9 ) T™q . (860)

To compute ¢,q., """ we again use the rest frame of the two neutrinos, so that
q = (¢°,0) (and therefore (¢°)? = ¢*) and (q19) = E1¢°, (¢2q) = F2¢°. Then

, B &P
Qugp 1" = E—?E—ZQW)(q—ql — 2)(19)(429)

= q%/ Ed®pd (- q — ) (8.61)

= q2/ d*q16(¢° — 2En)
0

— q2/ E2dE;dQ %5(131 - %)

T 4
59 >

2
where of course ¢* is a notation for (¢?)>. We therefore find A, B and
v ™ v v
1"(q) = g (a*n"" +24"¢") . (8.62)
We insert this into eq. (8.55) and, since m. < m,, we set for simplicity the
electron mass to zero. Then we find, in the muon rest frame,

G% E2dEydQ

dl' =
487r4mu Ek

[¢°(pk) + 2(qp)(qk)] - (8.63)

In the muon rest frame p = (m,,0), so pk = m, Ex ; since ¢ = p — k, we have:
qp =p*—pk = mifmuEk; ¢ = (p—k)? =p*+k*—2pk = mif2muEk; and
finally, gk = pk—k* = m, Ex . We insert these expressions into eq. (8.63). The
integration over df2 simply gives a factor 47, since the integrand is independent
of the angles, and we finally find

ar_ G
dE ~ 12%3

E*(3m}, — 4muE), (8.64)

where E = Fx is the electron energy. The minimum value of E is equal to
me =~ 0, and corresponds to the kinematical configuration where the electron
is at rest and the two neutrinos have equal and opposite momenta. The maxi-
mum value is obtained instead when the electron goes in one direction carrying
away half of the energy, and the two neutrinos are collinear, in the opposite
direction (see the discussion of three-body kinematics in Problem 6.1). Then
Emin = me ~ 0 and Fmax = my /2. Then, integrating eq. (8.64),

2 5
~ Gpmu

T 19273

(8.65)
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Comparison with the muon lifetime allows us to determine the Fermi constant,
and one finds (after a more accurate theoretical computation that includes
electromagnetic loop corrections in which a photon is exchanged between the
electron and the muon)

Gr =1.16637(1) x 107° GeV 2. (8.66)

Problem 8.2. 77 — [Ty,

We consider the decay of the charged pion 7 into a lepton I and its neutrino
v, with I = e, u (the 7 lepton has m, ~ 1777 MeV and therefore is heavier
than the pion). In terms of quarks, 7t = ud. Using eqs. (8.31), (8.32) and
(8.33) the relevant interaction term is

£ =~5E (1 =90 (@0~ (567

Furthermore, from eq. (8.14), we have d’ = d cos ¢ + s sinf¢c and only the
term d cos ¢ is relevant for this process. Therefore we use

Grcosfc (
V2

In Chapter 5 we derived the LSZ formula, which gives the matrix element of the
operator ¢T (related to the S matrix by S = 1+47"), in the case where the fields
that appear in the Lagrangian describe the particles that we see in the initial
and final states. We then saw that a field ¢(x) describing the annihilation
of an initial particle with four-momentum k; brings a factor eiikiz, while a
field ¢(z) describing the creation of a final particle with four-momentum p;
brings a factor et?i® (together with the appropriate spinor wave functions
for spin-1/2 particles, or polarization vectors for spin-1 particles, as discussed
in Section 5.5.4). Upon integration over d*z, these exponential factors gave
(2m)46W (P, — Py), which expresses energy-momentum conservation. The
matrix element iM y; was defined extracting this Dirac delta from the matrix

Lp=-— 27u(1 =) (" (1 = ")) - (8.68)

element of i7", see eq. (5.98).

Here the situation is slightly different, because in the Lagrangian we have
the quark fields but in the initial state we instead have the pion. To ex-
tract energy—momentum conservation we must come back to our derivation
and be more general. In the interaction picture, the evolution operator is
exp{—i [ d*zHint(z)} and therefore we are interested in the matrix element
of this operator between the initial and final state. To first order we are
interested in

=i [t (el (8.69)

where we denote by |i) and |f) the initial and final states, respectively. We
now use the fact that, if P* is the space-time translation operator, we have

Hine (1) = P Hine (0)e 7 (8.70)
Inserting this into eq. (8.69), we find

=i [ @ P i @l = =i [ eI i O)l)
= —i(2m)*6W (P; — P)(f[Hint (0)]3) . (8.71)



206 The low-energy limit of the electroweak theory

6Since the quarks do not appear as free
particles, there are subtleties in how
their masses are defined. We will not
enter into these issues.

"In principle, matrix elements of the
electroweak currents (often called sim-
ply “weak matrix elements”) can be
computed with numerical simulations
in lattice gauge theory. In practice, de-
spite much progress, there are still tech-
nical difficulties and one is limited by
computer power.

We see that energy—momentum conservation is a general consequence of space-
time translation invariance, as it should be. Of course, the same manipula-
tions can be performed on arbitrary powers of Hint(z) and therefore the Dirac
delta is extracted in this way to all orders in perturbation theory. The factor
(2m)*6 (P; — P,) is reabsorbed in the definition of M f;, and we see that M j;
is determined by the matrix element of the interaction Hamiltonian density
evaluated at x = 0.

Coming back to our problem (and observing that in Fermi theory in the
interaction Lagrangian there are no derivatives, and therefore Liny = —Hint ),
the matrix element between the initial pion state and the final [y, state is

7GF cos O¢c

V2

7GF cos ¢

V2

with the currents evaluated at x = 0. The leptonic matrix element is easily
computed,

My, = (il [y (1 =71 (0) [y (1 = 77)u] (0)|x %) (8.72)

(Ul [7yu(1 =) (0)[0){0] [dy* (1 = 77)u] (0)|7 ),

(Tl [27u(1 =41 (0)|0) = @(m)y,u(1 = 7°)o(l) (8.73)
where, as usual, @ and v are the spinor wave functions. However, the matrix
element of the quark current between the pion state and the vacuum cannot
be computed like this. First of all, the quarks inside the pions of course
are not free particles. The situation is further complicated by the fact that
the interaction that confines the quarks inside the pions cannot be treated
perturbatively. This can be understood comparing the bound state of quarks
with the simplest example of bound state that we know, the hydrogen atom.
The hydrogen atom is a bound state of an electron and a proton, and its
total mass is mp + m. — (binding energy). The binding energy in the ground
state is the Rydberg, (1/2)mea?, and since o < 1 it is a small correction
compared to m. and therefore to the mass m, 4+ me of the free system. This
is what we expect in a system in which the interaction term can be treated
perturbatively. If this were the case also in QCD, we should expect that m is
equal to m, plus mg minus a small binding energy. However, this expectation
is completely wrong. The u and d quarks have masses® of the order of a few
MeV, while m_+ ~ 140 MeV. Therefore the contribution of the masses of the
constituent quarks to the total pion mass is completely negligible! Almost
the totality of the pion mass comes from the energy of the gluon field (the
QCD analog of the photon field) created by the w and d quarks, as well as
from vacuum fluctuations involving creation of quark—antiquark pairs. These
are complicated non-perturbative effects and, at the level of this book, we are
unable to compute them.”

The fact that we are unable to compute the matrix element of the hadronic
current does not mean that we cannot proceed further. In fact, similarly to
the electromagnetic form factors discussed in Problem 7.2, Lorentz covari-
ance dictates the most general form of the matrix element, so we can at least
parametrize it, in such a way that all our ignorance is hidden in a few quanti-
ties. In the case of the pion decay the parametrization is rather simple. The
matrix element (0|dy"(1 —~v%)u|r™) is a Lorentz four-vector. The pion state
is described by its four-momentum p% and by nothing else, since the pion has
spin zero. Therefore pk is the only four-vector on which this matrix element
depends and, no matter what complicated computation we perform, the result
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must be proportional to p%. Therefore we can write

(O] [dr*' (1 =~™)u] (0)|7*) = —frph (8.74)

where fr is a proportionality constant, and the minus sign is a convention
in the definition of fr. In general f. will be a function of all the Lorentz
invariant quantities on which the matrix element depends. But again, the
only four-vector on which the matrix element depends is p%, and having only
ph at our disposal the only Lorentz invariant quantity that we can construct
is p2. However p2 = m2 is a constant and therefore also fr is a constant. It
is called the pion decay constant, and all our ignorance on the inner structure
of the pion is hidden in it.®

It is also instructive to look separately at the contributions of the vector and
axial current in eq. (8.74). The pion is a pseudoscalar, i.e. it has intrinsic par-
ity —1. Consider first the matrix element of the vector current, (0|dy*u|nt).
Under a parity transformation dy*u transforms as a true four-vector, but the
matrix element picks an extra minus sign due to the intrinsic parity of the
pion. Therefore, overall, the matrix element of the vector current between a
pion state and the vacuum is a pseudo-four-vector, and conversely the matrix
element of the axial current is a true four-vector. The value of the matrix
element is determined by the strong interaction, which conserves parity. This
means that the parametrization of the matrix element must hold also in the
parity-transformed frame, and therefore a true vector must be equated to a
true vector and a pseudovector to a pseudovector. Since p% is a true four-
vector, and there is no pseudovector at our disposal, in eq. (8.74) the two
separate contributions are

(0] (dv""u) (0)|= ™) =0, (Of (") (0)|7") = fapl,  (8.75)

and therefore all the contribution comes from the axial current.
The rest of the computation is straightforward. Plugging eqs. (8.73) and
(8.74) into eq. (8.72) we find

GF fr cosfOc
V2

We write pr = pi + p., where p; and p, are the four-momenta of the lepton
and of the neutrino, respectively. Then

a()#, (1 = 7" )v(l) = a()d, (1 =)o) + a(m)(L +7")#o(l)  (8.77)

and we use fact that @,v satisfy the Dirac equations (3.114) and (3.101).

My = a(v) @, (1 —~")v(l). (8.76)

Therefore Grf 0
7 COS _
My = —=E227C i a(n) (1 +4°)o(l) . (8.78)
V2
Observe that the amplitude vanishes if m; = 0. This can be understood

observing that the charged weak currents depend only on the left-handed
spinors, as in ), ,v*lr. As discussed in Section 4.2.2, in the massless limit a
left-handed operator describes a particle with h = —1/2 and its antiparticle
with h = +1/2. Therefore the neutrino v; in the final state of the 7+ decay
is left-handed, h = —1/2. Since the pion has spin zero, conservation of mo-
mentum and of angular momentum requires that also the antilepton i+ has
negative helicity h = —1/2, see Fig. 8.3. However, the antilepton [T is created
by the left-handed Weyl field that appears in the weak charged current and
therefore, according to the discussion in Section 4.2.2; in the massless limit

8The definition of fr in the literature
can sometime differ by a factor of 2 or of
v/2 from the one that we have adopted.

= SECIECE

Fig. 8.3 The decay 77 — [T1;. The
momenta of the particles are de-
noted by dashed lines and the spin
by the large arrows.
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it is a pure h = +1/2 state. Therefore in the massless limit the process is
forbidden because it would violate angular momentum conservation.

Even if the contribution comes only from the spin configuration with neg-
ative helicities for both the neutrino and the antilepton it is still convenient,
in the computation of |[M;|?, to formally sum over all spins with the usual
rules given in egs. (3.112) and (3.113), ua — ¢, v0 — (@, — my), since these
rules are completely general. To compute M7%; we use

[a(l+~°)]" = 8(1 = 7*)u. (8.79)
Then
_ G2 f2 cos? Oc

Myl = ZEEE 2 e [ — ) (1 =90, (1 +77)]

= GFf2 cos® b miTr [, = 4G% f2 cos® Oc mi (pipy) . (8.80)
We have used (1 —+")¢,(14+7°) = #,(14++°)% = 2¢,(14++°) and the identity
Tr ['7”7”75] =0. (8.81)

(The first non-vanishing trace involving the matrix v° is the trace of the
product of 4° with four matrices 4*.) In the pion rest frame, pr = (mx,0);
using p; = px — pv, we have p;p, = p=py — p2 = mrE,. Therefore

|Myil* = 4GE f7 cos® fc mime E, (8.82)

and, in the pion rest frame,

1
dl' = 3 4G2Ff,2 cos® 0c mim=E, de®
Lz

B dPpy
= G f2 cos” o mi Wgﬁ (2:)3 2m)* 6" (px — 1 — 1)
2 r2 2 2 3
= W %”5(77% —E-E,). (8.83)

Using pidpr = EidE;, we write d®p; = p?dpdQ = pEdEdQ = (El2 -
m%)lmEldEldQ. Integrating over the solid angle, we find

2 p2 2 2
dr — Gl’f%iecmumf —m2dE S (El /B —m? fmﬁ) . (8.84)

The Dirac delta has only one zero, at E; = (m2 4+ m})/(2m.) = Eo. Using
the identity 6(f(E)) = (1/|f'(Eo)|)6(E — Eo), we finally find

2 2 29 2\ 2
D(rt —1ty) = %nﬁmﬂ (1 - %) . (8.85)

The parameter f. can be fixed comparing the rate T'(7™ — ptv,) with the
experimental value. Taking into account that cosfc ~ 0.97, one finds fr ~
130 MeV.

If we look at the branching ratio I'(r+ — e¥v.)/T' (7T — p*v,) the param-
eter fr cancels and we get the prediction

D(rt —efve)  m (1—ml/m? ? ~ 1.98 x 10~ 8.86
D(rt —pty,)  m2 \1-m2/m2) — % ’ (8.86)

This can be compared to the experimental value, which is 1.230(4) x 10™*. We
see that this lowest-order calculation already gives agreement at a level of a few
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per cent. This is the best that we could expect; for instance, electromagnetic
corrections due to the exchange of a photon between the pion and the final
lepton modify the matrix element by a factor 1 + O(«a) and therefore give a
correction of the order of a few per cent.

Complement: Isospin and flavor SU(3)

Here we examine some symmetries of strong interactions, and their effects on
the vector and axial quark currents. We will then use these results in the next
problem, when we will need the quark currents in the computation of a weak
matrix element involving hadrons. Consider the currents

Vh =@ e, Al =0 (8.87)

where ¢ is the Dirac field describing a quark and the indices a, b label the type
of quark (u,d,s,...) and is called a flavor index. Consider at first free quarks,
so that they satisfy the free Dirac equation, i@dq, = Mmaeqas, and its hermitian
conjugate i19,G.v" = —Mmaga. Then

OuVE =i(ma — mb)Gags Ou A, =i(ma + mb)qa’y5qb . (8.88)
We see that in the limit in which all quark masses are zero, both the axial
and vector currents are conserved; if instead the masses are non-zero but two
or more of them are degenerate, still the corresponding vector currents are
conserved, at the level of the free theory. We can trace this to the existence
of a symmetry in the free Lagrangian for N quark flavors,

N
£free = Z [Z'Qa aqa - maéaqa] . (889)

a=1

Consider in fact the global transformation
qa — UabQp (8.90)

where U,y is a U(N) matrix in flavor space. Since U acts only on flavor
space and is a global transformation (i.e. it is independent of x) it commutes
both with the v matrices and with the derivatives. Therefore, under (8.90),
gdq — qUU@q = §dq, so the kinetic term is invariant. Instead, a generic mass
term does not respect this symmetry. In fact, if M is the matrix in flavor space
with matrix elements My, = Mmqdap, the mass term in the Lagrangian can be
written in matrix form as GgM¢q, and under eq. (8.90) it becomes gUTMUgq. A
generic U(N) matrix U does not commute with M, unless M is proportional
to the identity matrix. Therefore we have a U(N) symmetry only when N
masses are equal. The corresponding conserved currents are just the vector
currents V. Consider now the transformation

qa — (eiw‘r’ﬂ)
a

where 8 = 3.7°, T are the U(N) generators and (3. the U(NN) parameters. In
other words, the transformation matrix is U, = exp{—i3} on the left-handed
quarks and Ur = U} on the right-handed quarks. Equations (8.90) and (8.91)
are the generalization to N flavors of the vector and chiral transformations
discussed in Section 3.4.3. The chiral transformation (8.91) is still a symmetry

, (8.91)

of the kinetic term. In fact, as in Section 3.4.3, we use ’y”(ai'*Sﬁ = —e”sﬁﬂy“,
which follows from {y°,¥#} = 0. Then, performing the transformation on
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the kinetic terms, in order to bring U near U and use UTU = 1 we must
anticommute it twice with 4 matrices, once with the ° implicit in § and the
second time with v#. Therefore we pick a minus sign twice, and the kinetic
term is invariant. In the mass term, instead, even if all the masses are equal,
so that we have the structure gg, we must anticommute only once, with the
~% implicit in g. Therefore the mass term picks a minus sign, and it is not
invariant. So, the axial symmetry (8.91) is a symmetry only if all masses are
zero, and in this case their conserved currents are the axial currents A", given
in eq. (8.87). We therefore understand why, when the masses are non-zero,
the divergence of the vector currents is proportional to the mass difference
while for the axial currents it is proportional to their sum.

Until now we have discussed these symmetries for the free quark Lagrangian.
However, we will see in Section 10.3 that the interaction term in QCD respects
these symmetries so, in strong interactions, the only non-invariant term in
the Lagrangian comes from the quark masses. In particular, the masses of
the v and d quarks are almost degenerate, m, ~ mg. Therefore we have
an approximated global U(2) = U(1) x SU(2) vector symmetry, to which
correspond four conserved currents. The SU(2) part of this symmetry is called
isospin. The u,d quarks are an isospin doublet; w has (I = 1/2,1, = 4+1/2)
while d has (I = 1/2,1, = —1/2). All other quarks have isospin zero. The
three currents associated to isospin can be written compactly introducing the

notation
Q= ( Z ) (8.92)

for the (u, d) doublet. As we recalled in Section 2.5, the generators of an SU(2)
group on a doublet are represented by one half times the Pauli matrices. These,
when they act in isospin space, are conventionally denoted by 7% rather than
o, so the isospin generators on the (u,d) doublet are written 7% = 7% /2. The
SU(2) conserved currents can be written in the form

Vi = QW%Q, (8.93)

which shows that these currents are an SU(2) triplet. Introducing the linear
combinations

1 0 1 _ 1 0 0
+_ - 1 ‘2: = — 1—'2:
T —2(7' +i77) (O 0 ), T 2(7 i) (1 0 ) , (8.94)

and Vf =V, £iV;?, we see that

Vi =ayud,  V, =dyu, Vi’ = %(ﬂ’yuu —dyud) . (8.95)
The U(1) current is instead
ity = Q7" Q = ayuu + dyd. (8.96)
The electromagnetic current involving the u and d quarks is
o = S0~ dd, (8.97)

since the u quark has a charge (2/3)]e| and the d quark has charge —(1/3)lel;
jk . can be written as a linear combination of j5(1) and of Vf,

3
fon = 50Q+ OV Q. (5.99)
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This shows that the electromagnetic interaction does not conserve isospin,
since this current is the sum of the isospin singlet Qv*@Q, which induces tran-
sitions with AI = 0 and therefore conserves isospin, and of a term Qy*7m3Q
which instead induces transitions with |[AI| =1 and AI, = 0. An example of
the former is the decay p® — 7%y, since both the p° and the 7° mesons have
isospin I = 1,1, = 0. An example of the latter is the decay p° — n°, since
the meson 7° has isospin I = 0, or ¥° — A%y, where £° is a baryon with
I=1,I, =0 and A% is a baryon with I = 0.

From the form of the weak currents discussed in Section 8.2, we see that
isospin is violated also by weak interactions. We leave it as an instructive
exercise to classify the possible isospin violations in weak decays of hadrons,
both in semileptonic decays (i.e. when in the final state there is another
hadron plus a lepton and its neutrino) and in non-leptonic decays, i.e. when
there is no lepton in the final state.

When we have a symmetry, the corresponding charge is conserved. In non-
relativistic quantum mechanics, this means that the charge commutes with
the Hamiltonian; therefore we can diagonalize simultaneously the charge and
the Hamiltonian, and the energy eigenstates can be labeled by the value of
the charge. For instance, in a system invariant under spatial rotations, the
angular momentum is conserved and the states can be labeled by their energy
FE, angular momentum J and by J,. At each energy level we have 2J + 1
degenerate states, corresponding to the 2J 4 1 possible values of J..

In QFT the situation is more complicated because it also depends on the be-
havior of the vacuum state under the symmetry transformation. There are two
possibilities: if the vacuum state is unique then it must be invariant under the
symmetry. If however it is degenerate, it is possible that a symmetry transfor-
mation sends it into a new vacuum state. The latter possibility corresponds to
spontaneous symmetry breaking, and will be discussed in Chapter 11, where
we will also explain why this possibility cannot take place in non-relativistic
quantum mechanics.

If the vacuum is non-degenerate, the situation is completely analogous to
non-relativistic quantum mechanics and the eigenstates of the Hamiltonian
(i.e. the particles) are labeled by the quantum numbers of the conserved
charge. In the case of isospin, each strongly interacting particle is labeled by
its isospin I and by I, and at each mass level we have 21, + 1 degenerate
hadronic states. Isospin is only an approximate symmetry of strong interac-
tions because m, is not exactly equal to mg, and is also violated by weak
and electromagnetic interactions, therefore the states are only approximately
degenerate. A comparison with the mass spectrum of hadrons made of u
and d quarks shows that the option chosen by Nature is indeed that the vac-
uum is invariant under isospin and hadrons are organized in isospin multiplets
with approximately degenerate masses. For examples the three pions have
myo =~ 135 MeV and m.+ ~ 140 MeV. The equality of the 7+ and 7~ masses
follows from the CPT theorem, as we saw in Section 4.2.3. However, the ap-
proximate equality with the 7° mass is a consequence of isospin symmetry,
and we conclude that the three pions are an isospin triplet, i.e. they have
I = 1. Similarly the approximate equality of the proton and neutron masses,
myp ~ 938.2 MeV, m, >~ 939.5 MeV, is due to the fact that they are an isospin
doublet, i.e. they have I =1/2.

The fact that isospin is an approximate symmetry, and therefore the vec-
tor current is approximately conserved, is sometimes referred to as the CVC
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l+

Fig. 8.4 The decay K° — 7 ity
The shaded blobs indicate that
the hadrons are complicated bound
states of quarks.

(conserved vector current) approximation. In this approximation, the isospin
multiplets are exactly degenerate, so when one uses the CVC approximation
one must, by consistency, set m o = m,+, my = my, etc. in the calculation
of the amplitudes.

The approximation where m, and mg are both set to zero is of course
less accurate, and it is known as PCAC (partially conserved axial current)
since in this limit also the axial currents are conserved. If the vacuum were
invariant under this approximate symmetry we should see a parity doubling
of the hadron spectrum. Since this is not the case, we must conclude that
either the approximate symmetry is not a good approximation at all, or it is
spontaneously broken. The latter option turns out to be the correct one.

Coming back to the vector symmetry, one can enlarge it to the next lightest
quark, which is the s quark, assuming that m., ~ mq >~ ms. In this limit we
have an approximate SU(3) symmetry and particles are organized according
to the SU(3) representations. For example, the light pseudoscalar mesons are
in an octet, formed by the three pions, the four kaons K* K° K° and the
n meson. This symmetry is more approximate than isospin, as we see, e.g.
from the fact that the mass of K+ is mx ~ 494 MeV, rather larger than the
pion masses. Still, the mass differences are smaller than the typical masses of
hadrons. Furthermore, a number of techniques exist for computing deviations
from the exact symmetry. The interested reader can see for instance Georgi
(1984).

Problem 8.3. K° — 771ty

‘We now consider the decay of a spin-0 hadron into another spin-0 hadron, plus
a lepton I = et T and its neutrino. We will consider for definiteness the
decay of the neutral kaon, K° — 7~ 171, but the same type of computation
can be performed for, say, 77 — 7%, or for the beta decay of a spin-0
nucleus into another spin-0 nucleus. Decays where in the final state there is
both a lepton—neutrino pair and a hadron are called semileptonic.

In terms of quarks, K° = d5 and 7~ = du. At the quark level the transition
proceeds as shown in Fig. 8.4. The d quark is a “spectator”, while the quark s,
with electric charge +1/3 (in units of |e|) is transformed into a @ quark, with
charge —2/3, by the emission of a (virtual) W boson which then decays into
1Ty, The shaded blobs in the graph indicate that ds and da are complicated
bound states, rather than free quarks. The relevant hadronic current is, using
egs. (8.33) and (8.14),

gl =sinfc 5y (1 —~°)u (8.99)

and the relevant term in the Fermi Lagrangian is

Lp = 77GF\S/i; bc (7yu(1 — 75)1) (37v"(1— 'y5)u) . (8.100)

With the same steps discussed in Problem 8.2 we find the matrix element

Myi = fGF—Jg"C ()7 (1 =)o) (|57 (1 — 77l K°) . (8.101)

where it is understood that the current 5y*(1 — v*)u is evaluated at = = 0.
As in Problem 8.2, we parametrize the hadronic matrix element in the most
general form compatible with Lorentz invariance. Since both the pion and the
kaon have spin zero, the matrix element can depend only on their momenta,
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that we denote p# and ph,, respectively. We introduce the combinations
P =p+pk, ¢ =pk k. (8.102)

There is only one independent Lorentz scalar that we can construct with p*

and ¢*, which we take to be ¢%. In fact, gp = p% —p2 = m%k —m?2 is a

constant while, from their definitions, p?> = m% + m2 + 2pxpr and ¢® =
my + m2 — 2prpr. Therefore p? + ¢*> = 2(m% + m2) and they are not
independent. So the most general parametrization of the hadronic matrix

element consistent with Lorentz invariance is
(157" (1 =2 )ulK®) = f(@®)p" + f2(a)d" (8.103)

with fi1, fo functions of the only independent Lorentz scalar at our disposal.
They are the form factors for the process in question. All our ignorance of the
internal structure of the pion and of the kaon is hidden in these two functions.
A number of considerations allow us to simplify the problem further:

(i). The internal structure of the pion and of the kaon is determined by the
strong interactions, and strong interactions conserve time-reversal invariance.
We now show that invariance under time reversal implies that fi(¢?) and
f2(q?) are relatively real.

The proof is as follows. We saw in Section 4.2.3 that time reversal is im-
plemented by an anti-unitary operator 7T, i.e. by an operator that, given
two states |a) and |b), satisfies (T'a|Tb) = (alb)*. Let |a) = |7~ ) and |b) =
7*(0)|K°), where j*(z) = [8v*(1 — 4°)u] (2). Since |7 ™) is fully characterized
by the pion momentum p¥, we can rather use the notation |77) = |p). The
time-reversed state |Tw~) describes a pion with time-reversed four-momentum
P = (p2, —p ), ie. ¥ = n*pt (with no sum over the u index). Since at
the quantum level we also have the possibility of a phase, we write

|Tpr) = N [p7) - (8.104)

Similarly, the time reversal of the state j*(0)|K") is obtained changing the
kaon momentum into p'% = n**p% and allowing for a phase nx. At the same
time, under time reversal a current transforms as j*(t,x) — n**j*(—t,x),
therefore j*(x = 0) — n"*j*(x = 0). In conclusion, the matrix element
that we denoted (T'a|T'b) is obtained from the matrix element (a|b) replacing
pt — npttp*, ¢* — nt*¢* and j*(0) — n*#5#(0), and multiplying by the
relative phase Myl = NNk -

Since in our case T is a good symmetry, if the parametrization (8.103) holds
in a frame it must hold also in the time-reversed frame. Therefore the equation
(T'a|Th) = (alb)* translates into

e 1 (fL(@)IN " + f2()d") = (A" + f2(¢°)g")",  (8.105)

where on the left-hand side the overall factor n** comes from the transforma-
tion of the current, and the factors n** inside the parentheses come from the
transformation of the momenta, and there is no sum over u. Since, for each
u, we have (n*#)% = 1, we find

neet (f1(6*)P" + f2(a%)a") = fr(@)p" + f5(a°)q" . (8.106)

This means that fi(¢*) = nwe1f1(¢*) and f5(¢%) = meerfa(q?), Le. f1(¢*) and
f2(q®) pick the same phase 7,1 (independent of ¢*) under complex conjugation.
Apart from an overall phase, that is irrelevant when we take the modulus
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90t course, this approximation is made
only in the calculation of the matrix el-
ement, and gives the zeroth-order term
in an expansion of the matrix element
in powers of myg — my;. We do not
set myg = my in the expression for the
phase space, since otherwise the decay
would be forbidden!

squared of the matrix element, we can then take fi(¢?) and fa(q®) to be
simultaneously real.

(i) Use of CVC. Since the pion and the kaon have the same intrinsic parity
(they are both pseudoscalars) only the vector current contributes to the matrix
element,

(m” |[5v"7 ul (0)|K°) =0, (8.107)

(7159 u] (0)|K°) = f1(¢*)p" + fa(a”)a"- (8.108)

(We have written explicitly that the current in the matrix element is eval-

uated at z = 0.) Let us now use the CVC approximation discussed in the

Complement on page 209. In this context, this means that we assume an ap-

proximate SU(3) flavor symmetry, since it is only in this case that the vector

current involving the u and s quarks is conserved (of course isospin only pro-

vides the conservation of the currents involving the u and d quarks). Denoting

[57"u] (z) = V* (), this means that we are assuming that 9, (7~ [V#*(2)|K°) =
0. Using the fact that V*(x) = ¢""*V*(0)e™ P, we have

0= 8, (r e VH(0)e 7| KO) = e " PK P (2 VR (0)| K®) . (8.109)
Since px — pr = q we find that, in the CVC approximation,
qu(m " [V*(0)|K°) = 0. (8.110)
Inserting the parametrization (8.108), this gives

fi(a")pg+ f2(a*)g* = 0. (8.111)

The scalar product pq = m% — m2 is automatically zero within the CVC
approximation since, as we explained in the previous section, when we assume
an SU(3) flavor symmetry we must set for consistency myx = m,.° The term
¢° is instead non-vanishing. Therefore, if CVC were an exact symmetry, we
should conclude that fg(qQ) = 0. In reality, mg # my. However, flavor
SU(3) is still an approximate symmetry, which means that fa(q?) is small
with respect to fi(¢®). In a first approximation, we can then neglect it.

(iii) There is a further reason to neglect the term f2(q*)¢". The four-
momentum ¢ = px — pr can be rewritten in terms of the lepton and neutrino
momenta, p; and p,, using energy-momentum conservation, as ¢ = p; + p, .
When we multiply it by the leptonic matrix element in eq. (8.101) we find,
using the Dirac equation,

¢ u(w)yu(1 = 7")o(l) = a(w)g,, (1 =)o) + a(w) (1 + ) go(l)
= —mya(v)(1 +~")(). (8.112)

The lepton mass m;, especially when the lepton is the electron, is small com-
pared with the kaon mass. Therefore the term proportional to f2(¢?)g" in
the matrix element gives a small contribution both because f2 is small and
because it is suppressed by m;/mx with respect to the leading term. In the
following we will neglect it (of course, it would not take great effort to carry
out the computation more generally, keeping also f2, but it is important to
understand where the dominant contribution comes from).

(iv) Our final approximation is to observe that, in the spirit of CVC, the
momentum transfer ¢2 is small, since we consider the mass difference between
mx and m, as small, and we therefore approximate fl(q2) ~ f1(0).



8.3 Solved problems: weak decays 215

In principle all these approximations can be improved systematically, order
by order in the deviations from SU(3) symmetry. Furthermore, using SU(3)
symmetry, f1(0) can be related to a similar quantity for pion decay, and it
can be shown that f1(0) = 1 in the limit of exact symmetry. The interested
reader is referred to Okun (1982), Sections 4.3 and 6.4.

In conclusion, we write

(77|59 (1 — 4°)u| K°) ~ p*. (8.113)
The rest of the computation is long but straightforward. The matrix element
is

My = _GL\/];GC pa(v)yu(l — ’ys)v(l) . (8.114)

Summing over the polarization of the final lepton,
G2 sin? ¢ v
|Mfi|2 = Ffpup Tr [quﬂu(l - ’Ys)(]/z + ml)(l +’Ys)’YV] . (8.115)

The calculation of the traces and the subsequent contraction of Lorentz indices

gives
|Myil® = 4G% sin® 0 [2(pp.,) (pp1) — p° (pipiy)] - (8.116)
We compute the scalar products in the kaon rest frame, which gives
P =m%k +mZ +2mkEy,, (8.117)
1
(pPy) = 5 (3mic — mz +mi) — mx (2B + Ex), (8.118)
1
(ppr) = =5 (i +m3 +mi) + mx (2B + Br), (8.119)
1. 4 2 2
(P1pv) = 5 (M +mz —my) —m Br. (8.120)

The quickest way to obtain eq. (8.120) is to write energy-momentum con-
servation in the form px — p~ = pi + p,,. Taking the squared modulus of
both sides, we get m% + m2 — 2pxpr = m? + 2pipy, . In the kaon rest frame,
prDPr = mi Er, and we obtain eq. (8.120). The other relations are obtained
similarly.

Using eqs. (6.20) and (6.89) and choosing the lepton and pion energies as
independent variables, the decay width is

_ 1 2 (3) 3) _ 1
dl’ = i|”dP dd'\” = dE\dE . 8.121
2m i Myl 3273 ! ( )

Neglecting for simplicity m;, we find after some algebra
_ G2 sin? 0cmi
N 83

We can now integrate over the lepton energy, at fixed E.. Using the results
of Problem 6.1, the kinematical limits, when m; = 0, are

dr [E2 —m2 — (mk — Bx — 2E))°| dEWdE, .  (8.122)

mg — Ex — |p x| mg — Ex + |p x|

Ef = 5 EP™ = 5 (8.123)
This gives s o
in” 0
dr = C"”S‘giﬂfw (B2 —m2)*? dE, . (8.124)
We finally integrate over dE, with the limits
2 2
E;mn =My, E:T“ax = M (8_125)

2mg
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In principle the integration can be performed exactly, but the result is slightly
complicated. If, for simplicity, we limit ourselves to the leading and next-to-
leading expansion in m,/mxg we can expand the integrand in eq. (8.124) in
powers of m, and we find

I~ G% sin? Oom3, 1— 8&m2
- 76873 m% )

(8.126)

Summary of chapter

e Weak decays in which the momentum transfer is small compared to
the masses of the W+ and Z° boson, and scattering processes with
FEcm < mwy, can be computed using a low-energy approximation
to the Standard Model.

e The low-energy interaction Lagrangian is a four-fermion theory,
obtained as the product of two fermionic currents involving leptons
or quarks. There are two distinct types of processes: those involv-
ing neutral currents (which at the fundamental level correspond
to Feynman graphs involving the Z° boson) and those involving
charged currents (which are mediated by the W bosons).

e The leptonic charged current is given in eq. (8.32) and the hadronic
charged current is given in eq. (8.33). The effective Lagrangian for
processes involving charged currents is given in eq. (8.31).

e The leptonic neutral current is given in eq. (8.35) and the hadronic
neutral current is given in eq. (8.36). The effective Lagrangian for
processes involving neutral currents is given in eq. (8.37).

e Left-handed and right-handed fields enter the theory in a different
way. In particular, charged currents are built only with left-handed
fields. Neutral currents contain also right-handed fields, but with
couplings that differ from the left-handed ones. Therefore weak
interactions violate parity.

e While the calculation of the matrix elements of the leptonic cur-
rents is straightforward, the computation of the matrix elements
of the hadronic currents is more difficult, because the current is
written in terms of quark fields while the initial and final states
are hadrons. In general, we are not able to compute the hadronic
matrix elements explicitly, but we can parametrize them in such a
way that our ignorance of the internal hadronic structure is hidden
in a few form factors. Some detailed examples have been given in
the Solved Problem section.
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Further reading

e Two excellent books on the phenomenology of weak e Many explicit calculations of weak processes can

interactions at low energies are Okun (1982), where
the reader can find a large number of explicit cal-
culations of weak decays, and Georgi (1984). Note
that Okun defines 7° = —iv%y'y2~34* while we
define 4° = 470y %43~

be found in the collection of solved problems by
Di Giacomo, Paffuti and Rossi (1994).

For particle physics phenomenology, with emphasis
on the experimental aspects, an excellent book is
Perkins (2000), especially the updated 4th edition.

Exercises

(8.1) Consider the neutron 3-decay, n — pe~ ve.

(i) Show that the matrix element of the hadronic
current between the neutron state |n) and the pro-
ton states [p) is (pljuln) = (p|V,'In) — (p|Apln),
with

<p|Vuh|”> = fl(qQ)ﬂp”Yuun + fg(qQ)ﬂpUqu'un

+£3(¢%)gutipun (8.127)
(plALIn) = g1(¢*)tpy un + 92(4)1p0 "V un
+93(¢%) gty un (8.128)

where u, and u, are the neutron and proton wave
functions, respectively, and ¢* = p, — p}, is the dif-
ference between the neutron and the proton four-
momentum.

(ii) Show that the form factors can be approxi-
mated by their values at ¢* = 0.
(iii) Using CVC and symmetry arguments, it can
be shown that the main contribution comes from
f1(0) = gv and ¢1(0) = g4 and furthermore gy ~ 1
(see Okun (1982), Sections 5.5 and 5.6). Therefore
(plijuIn) = dpy(1 = gar”)un - (8.129)
Using this approximation for the matrix element of
the hadronic current, compute the decay width as
a function of the electron energy FE. and find the
Fermi spectrum of beta decay,

2 2
B = G 00 (14363 (A B VEE i,
. T
(8.130)

where A = m, — m,. Experimentally, g4 and
gv are relatively real (which follows from time-
reversal invariance as in Solved Problem 8.3) and
ga/gv = 1.261(4).

(iv) Plot the result, eq. (8.130), against E., and
investigate how the end-point of the spectrum
changes if the neutrino mass is non-zero.

(v) Compute the total decay rate and compare with
the neutron lifetime, 7 = 1/T" = 885.7 £ 0.8 s.

Experimentally, the decay u~ — e~ is not ob-
served and the present limit is

P(p~ —ey)

<12x107".
Ftot

(8.131)

In the Standard Model, the decay pu~ — e™ 7 is
indeed forbidden.

(i) Consider a hypothetical interaction term in the
Lagrangian of the form £ = j, A", where j, is a
conserved vector current with a non-vanishing ma-
trix element between the electron and the muon.
Show that, for a process with an on-shell photon, so
that ¢ = 0, where ¢* the photon four-momentum,

(13 (0) 1) = F2(0)e0™ g, + Fo(0)q" Tty
(8.132)

where ue, u, are the electron and muon wave func-

tions, and the argument of the form factors is

¢ =0.

(ii) Show that the corresponding matrix element

for pyo — ey is

My = Fa(0)chguico™ u,. . (8.133)
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(8.3)

Verify that, dimensionally, f2(0) is the inverse of
From the discussion in Problem 7.2 it
follows that this is a magnetic dipole transition.
This motivates the definition of the quantity F> as
f2(0) = Fae/(2my).

(iii) Show that the decay rate is

62|F2|2 . - m_i 3
327 " mZ )
(8.134)

To perform the sum over the polarizations of the
photon in a covariant way make the replacement

E;EV d 7"7;“/ (8135)

(see Peskin and Schroeder (1995), pages 159-160
for the proof). Compute the experimental bound
on |F3| that follows from eq. (8.131).

(i) Estimate the cross-section for neutrino—electron
scattering at s < m¥, (with s the square of the CM
energy) using only the general form of the Fermi
Lagrangian and dimensional considerations.

a Imass.

P(u™ — e ) =

(ii) Using the explicit form of the currents in the
Fermi Lagrangian, write the amplitude for the pro-
cess € Ve — € UVe. Realize that there is both a
contribution from neutral currents and one from
charged currents. Perform the calculation of the
cross-section.

Hint: when summing the contribution to the ampli-
tude from neutral currents and from charged cur-
rents, use in the charged current term the Fierz
identity, valid for any four Dirac spinors wavefunc-
tions u1,...,us

[@17" (1 — 7 )ua] [l37,, (1 — v°)ua]

= a1y (1 = " )ua] [@37, (1 — 7°)uz] . (8.136)

This and similar identities between products of
fermion bilinears are proved, e.g. in Okun (1982),
Section 29.3.4. (Observe that, if instead of using
the wave functions u1,...,us, we write the iden-
tity in terms of the quantized Dirac fields, there is
a further minus sign from the anticommutation of
the creation and annihilation operators.)

(i) Show that, in a medium with target density n
(number of particles per unit volume), the interac-
tion rate, that is, the number of scattering events
per unit time performed by a given particle, is

I' = nov, (8.137)
where o is the cross-section and v the average rel-
ative velocity.
(ii) In the early Universe, a particle is in equilib-
rium with the primordial plasma as long as the
interaction rate I' of the processes that maintains
equilibrium is larger than the expansion rate of the
Universe, which is given by the Hubble parame-
ter H. In the radiation-dominated era, the Hubble
parameter is related to the temperature of the Uni-
verse by H ~ T2/Mp1, where Mp; ~ 10*° GeV is
the Planck mass.

Show that, at a temperature T', for particles with
mass m < T, n ~ T% and, using the cross-section
found in Exercise 8.3, give an estimate of the tem-
perature at which neutrinos decoupled from the
rest of the primordial plasma.



Path integral quantization

Until now we have used canonical quantization, that is, we have pro-
moted the classical fields to quantum operators. In this chapter we
present an alternative formulation of quantum mechanics and of QFT,
due to Feynman (who elaborated on work of Dirac) and known as path
integral quantization, in which the coordinates in quantum mechanics
(QM), and the fields in QFT, remain ordinary functions rather than
operators.

Canonical quantization, with its creation and annihilation operators,
gives a more immediate understanding of the notion of particle in QFT
(or of excitations in condensed matter). However, the path integral
technique has a number of other advantages. Namely,

e We have seen that the basic object in the computation of ampli-

tudes in QFT is the vacuum expectation value of the T-products
of fields. In the canonical quantization this is expressed in terms of
the exponential of the interaction Hamiltonian, see eq. (5.67), and
to compute this quantity we expand the exponential order by order
in the coupling constant. Indeed, the exponential of an operator is
defined by its Taylor expansion. This definition of QFT is therefore
intrinsically perturbative. Non-perturbative terms, that is, terms
non-analytic in the coupling constant g, like exp{—0(1/g?)}, can-
not be computed, and in fact they are not even well defined, within
canonical quantization.?
The path integral formulation provides instead a definition of the
theory which is in principle non-perturbative, and to which it is
possible to apply a number of methods, from numerical simulations
to semiclassical approximations, that allow us to compute non-
perturbative effects. This is especially important in theories, like
QCD, where non-perturbative effects can be crucial.

e The path integral formulation shows the existence of deep relations
between quantum field theory, statistical mechanics and critical
phenomena. This has produced, especially in the 1970s-1980s, a
flow of ideas in both directions.

e Even from a computational point of view, there are situations (e.g.
in string theory) where the actual computations based on the path
integral can be simpler than in the operator formalism.

Therefore, canonical and path integral quantization complement each
other, and are both basic tools of QFT. In this chapter we will illustrate
this technique and some of its applications even if, within the scope of
this course, we will only be able to describe the most elementary aspects.

9.1 Path integral formulation
of quantum mechanics 220

9.2 Path integral quantization
of scalar fields 224

9.3 Perturbative evaluation of
the path integral 225

9.4 Euclidean formulation 228

9.5 Critical phenomena 231
9.6 Finite temperature 238
9.7 Solved Problems 239

ln particular cases, typically in some
models living in 1+1 space-time dimen-
sions, one can obtain non-perturbative
results with the operator formalism, us-
ing special techniques beyond the scope
of this book, but these models are ex-
ceptions rather than the rule.
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9.1 Path integral formulation of quantum
mechanics

The basic idea can be understood directly in non-relativistic quantum
mechanics. In this section we denote the operators by a hat, so the
position and momentum operators are ¢ and p, respectively, and the
Hamiltonian is H (g,p). For simplicity, we consider a one-dimensional
system. As we already recalled in Chapter 5, in the Schrédinger repre-
sentation the states evolve with time,

[0s)(t) = e~ T |ys)(0) (9.1)

while the operators are time independent. In the Heisenberg represen-
tation the states

W) = e |ys) (1) (9.2)
are by construction time independent, and the operators evolve as
Ap(t) = et fge—iflt (9.3)

In the Heisenberg representation we denote by |g,¢;) the vector which is
an eigenstate of the operator ¢(¢;), with eigenvalue g,

q(ti)lg, t:) = qlg, i) - (9.4)

In the Schrodinger representation, the amplitude for evolving between
the state |¢;) at time T; and the state |gf) at time Ty is

A= (gple” HTr=T|g;) (9.5)

In the Heisenberg representation we have
eiHTi‘q» = |Qi7Ti> ’ eiHTf|qf> = |qf7Tf> ) (9'6)
and therefore
A= {ar, Trlgi, To) - (9.7)
At any fixed ¢, the states |¢,t) form a complete set,

1:/ﬁﬂ%w@w, (9.8)

where here and in the following it is understood that the integral runs
between —oo and co. We choose a set of intermediate values of time
to,t1,...ty with T; = tg < t1 < tg < ... < ty = Tf; we take for
simplicity the t,, equally spaced, t,, = to + me, with Ne = Ty — T.
Then we can write

A= {qr,Tylq:, Ti)
Z/dQ1 (qf, Ttlar, t1){q1, t1lqi, Ts)

:/dfhdfh (a7, Trlaz,t2){qz, ta|qu, t1)(qr, t1]qi, Ti)
N-1
:/dQ1dQ2---dQN71 H<Qm+17tm+1|Qmatm>a (9.9)

m=0
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where in the last line we used the notation ¢; = qo,qr = qn. Now we
evaluate (Gm+1, tm+1|¢m, tm) going to the Schrédinger representation,

7’iﬁtm+1 e’iﬁt

<Qm+17tm+1|Qmatm> = <Qm+1|6 m|(]m>

= (gm+1le |gm)
- /dan <q7n+1 lpm><pm|e_iH€|qm> - (910)

—iHe

We define H (P, §) so that, if in the classical Hamiltonian there are terms
with products of p and ¢, in H we order p on the left of §. We also
normalize the plane wave as {q|p) = e, which corresponds to the
normalization (6.1) in a unit volume. Then

<Qm+17 m+1|Q7rL7 m (911)
dpy, €' +1Pm (p |171H(p, §)e+ O(?)|qm)

d ’LQerlpm [1 — ZH(p’nu qm)E + 0(62)] < m|Qm>

/d z(qurl Gm)Pm |:e_iH(Pmra‘1m)5 +O(62

)
dpp, exp {ie {H(pm Gm) — pm@} } +0(€%).

Inserting this result into eq. (9.9) we find

(ar,Tylai, Ti) = /dpo(dQ1dP1)---(dQN71dPN71) (9.12)
N—1 B
X exp {ie Z [H(pm, dm) pmw} } + O(€?).
m=0 €

Consider the function ¢(t) such that ¢(to) = qo, q(t1) = q1,...,q(tn) =
qn, and defined for instance by a linear interpolation for intermediate
values of ¢, as in Fig. 9.1. Since in eq. (9.12) we integrate over all possible
values of q1,...,qn_1, we are actually integrating over a very large class
of functions with fixed boundary values.

Now we want to take the limit € — 0. In this limit the integral in
eq. (9.12) runs over an infinite number of integration variables, and de-
fines a functional integral, i.e. an integral over all possible functions
q(t), p(t), with the boundary conditions ¢(T;) = ¢;, ¢(Tf) = g5. Consid-
ering for instance the free-particle case H = p?/(2m), we see that, after
performing the integral over the momenta, we remain with an integral
over the dg,, of exp{i(m/2¢)(qgm+1 — qm)*}. Therefore the integral over
each slice dg,, produces a factor ~ €!/2 and, to obtain a finite limit as
€ — 0, in the correct discretization we must associate to each dg; a factor
~1/ €¢!/2 that compensate for this, and also a numerical coefficient that
reproduces the normalization factor for the amplitude which is obtained
in the operator formalism. Actually, even if it is possible to track in
detail the normalization factors (and in non-relativistic quantum me-
chanics they are important for reproducing the correct amplitudes), we

t

N

Fig. 9.1 The function ¢(t) defined
by an interpolation of the values

q(to) = qo, q(t1) = q1,. ..

qn-
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are not be interested in them, since, as we will see below, in QFT they
cancel anyhow between numerator and denominator in expressions such
as eq. (5.67). We then indicate with [dpdgq] the formal limit of the inte-
gration measure, including some appropriate normalization factor A (e)
that we will not need explicitly,

[dpdq] = lli% N (€) dpo(dqrdpy) - .. (dgn—1dpN—1) - (9.13)

To discuss the non-relativistic limit, it is convenient to reinstate explic-
itly h. Then, letting e — 0 in eq. (9.12), we get

a(Ty)=ay i (Tr )
(ar,Trlqs, Ty) =/ [dpdq] exp ﬁ/ dt [pg— H(p,q)] ¢ -

q(Ti)=q: T;
(9.14)
If the Hamiltonian has the simple form H (p, q) = p?/2+V(q) the integral
over p is Gaussian and can be performed explicitly. The result (again
reabsorbing into the measure [dg] some overall factor) is

a(Ty)=ay i
(a5, Tylao ) = | w¢<mp{ﬁs}7 (9.15)

o(Ti)=q:

where S is the classical action,

s= [ “arra. L= V@ (91

T;

The transition amplitude is therefore written as a sum over all possible
paths ¢(t) which satisfy the boundary conditions ¢(7;) = ¢; and ¢(Ty) =
¢y, and each path is weighted by the exponential of i times its action,
in units of A. A first interesting consequence of this expression is a
novel understanding of the classical limit. The classical limit corresponds
formally to A — 0, and in this limit the integral can be computed in
the stationary phase approximation: the configurations which are far
from the extrema of S give contributions which oscillate wildly under
small deformations of the path, ¢(t) — ¢(t) + dq(t) and therefore these
contributions integrate to zero. Then, in the limit & — 0, the only non-
vanishing contributions to the integral come from the extrema of the
action,

iS =0. (9.17)
oq
This is the equation that defines the classical trajectory in classical me-
chanics. We have therefore recovered the classical limit: as A — 0, only
the trajectories that satisfy the classical equations of motion contribute.
We then find a beautiful physical picture, due to Feynman, of quantum
mechanics: a particle “explores” all possible paths simultaneously, and
the quantum amplitude is obtained by summing over all trajectories
which interpolate between the initial and the final point. In the classical
limit this sum is dominated by the configurations which are solutions of
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the equations of motion, but when A is not small compared to the scales
in question, many other trajectories contribute.

Having understood how to recover the classical limit, we now set again
h = 1. Consider the insertion into the path integral of a factor ¢(t), with
t given and such that T; <t < TY,

a(Ty)=qy .
/ (da] a(t)e™s . (9.18)

(Ti)=q:

Consider a generic path which satisfies the boundary conditions ¢(7T;) =
¢i,q(Tf) = qy. At the intermediate value t it will have a generic value
q. We can write

a(Ty)=qs oo q(t)=q ao(Ty)=qy
/ o = [ g [ jag) [ dg),  (9.19)
qa(Ti)=q: —00 9(Ti)=q: q(t)=q

while at the same time the action fTTf dt L can be split as f; dt L +
/, "7 dt L. Therefore the expression in eq. (9.18) becomes

t
oo q(t)=q t
/ dq / [dq] exp{i/ dtL} q
—0o0 q(Ti)=q: T;
a(Ty)=as Ty
X / [dq] exp z/ dt L . (9.20)
q(t)=q t

However, the first term in parentheses is just (g, t|¢;, T;) and the second
is (g¢,T¢|q,t). Therefore

ao(Ty)=qy . oo
/ lda] q(t) ¢S = / dg (a7, Tsl2,t) 4@ tlgs, T3
q(Ti)=q: —o0

= [ datar a0l e e T - 021)

Using the completeness relation ffooo dq|q,t)(g,t| = 1 we finally obtain

ao(Ty)=qy . A
/ lda] a(t) ¢S = (a5, T7ld(®)las, T (0.22)
q(Ti)=q:

Therefore the matrix element of the Heisenberg operator (t) is obtained
computing the path integral of the function ¢(t), with the weight e's.
Consider now

a(Ty)=ay _
/(T‘)_ - ldg] q(t1)q(t2) .. q(ta) €. (9.23)

In the path integral the factors ¢(¢;) are just functions, i.e. c-numbers,
and therefore they commute, so we can order them as we prefer. In
particular, we can decide to write them as q(t1)q(¢2) ... q(t,), where t;
is the permutation of the ¢; such that ¢; > 5 > ... > t,,. At this point
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we can repeat the above argument, splitting the integration over paths
from t = T; to t = T into an integration over paths from T; to ¢,, from
t, to t,_1, etc. and, repeating the same steps as above, we find

9(Ty)=qs ' ) .
/(T‘) - ldg] q(t)q(ta) ... q(tn)e™ = (g7, TslG(tr) - . . G(En) i, Ty .
o (9.24)
However, §(t1) ... 4(fn) = T{{(t1) ... 4(tn)} so, finally,

q9(Ty)=qy )
/ lda] g(t1) - q(t) & = (ap TIT{G(t1) - 4(tn)} g T

(Ti)=qi

(9.25)

Therefore the integration of a product of functions in the path integral
gives automatically the expectation value of the time-ordered product
of the corresponding operators.

9.2 Path integral quantization of scalar
fields

The extension from quantum mechanics to scalar field theory, at least
at a formal level, is rather straightforward. One simply observes that, if
we have a multi-dimensional space with coordinates g;, in eq. (9.15) we
must replace [[dg] with [ [];[dg;]. For a scalar field theory the discrete
label j is replaced by the continuous spatial coordinate x, and the role
of the ¢;(t) is taken by ¢(x,t). Furthermore the Lagrangian L can be
written as f d3z L. Therefore the amplitude for a transition between a
field configuration ¢;(x) at time T; and a field configuration ¢f(x) at
time T is

¢(x,Ty)=¢5(x) Ty .
(b5(x), Tr|pi(x),T;) :/ D¢ exp z/ dz L%,
d(x,T)=¢:(x) T;
(9.26)

where D¢ is the integration over all field conﬁguratlons o(x,t) with the
given boundary conditions, and [, T iy = = Jr s qt J d®z. Observe that
¢i,7(x) are the initial and final values of a field ¢ which evolves with the
full equations of motion, rather than with the free KG equations (as the
coordinate ¢(t) of the previous section was a solution of the equations of
motion of the complete Hamiltonian). The corresponding Heisenberg op-
erator (Z)(x) is therefore the full quantum field that appears, for instance,
on the left-hand side of eq. (5.67), rather than the interaction-picture
field, which instead evolves with the free KG equation.

We now choose as initial and final field configurations the vacuum,
¢i(x) = ¢5(x) = 0 and we send T; — —oo, Ty — +00. Therefore we
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find the vacuum-to-vacuum transition amplitude
(0,t = +00[0,t = —o0) = /D¢>ei5, (9.27)

where the integral is performed over all field configurations that vanish
at t — £oo. Similarly eq. (9.25) gives

(0,t = +00|T{$(x1) . .. p(wn) }0,t = —00) = /D¢¢<x1> b)Y

) (9.28)
with ¢ the full quantum field in the Heisenberg representation. As in
Chapter 5, we denote |0, = —oo) simply by |0). Then eq. (5.67) becomes

; 5 r1)...p(x,) e
O (Ga)-... B} o) = L2 XTI (o)

This is the basic formula which connects the operator formalism to the
path integral formalism. The left-hand side of eq. (9.29) is the quantity
that appears in the LSZ formula (5.46), and in Chapter 5 we under-
stood how to evaluate it in terms of fields in the interaction picture, see
eq. (5.67). Now we see that it can also be evaluated computing the func-
tional integral on the right-hand side of eq. (9.29). This means first of
all that it should be possible to rederive from the path integral represen-
tation the Feynman rules that we obtained using the operator language.
We will see in the next section how this can be done. However, the
right-hand side of eq. (9.29) in principle is defined also beyond pertur-
bation theory, and in Section 9.4 we will discuss some non-perturbative
techniques.

Observe also that until now we have not been careful in collecting
the overall numerical factors that define the measure D¢. However,
as we anticipated, these factors cancel between the numerator and the
denominator in the right-hand side of eq. (9.29).

9.3 Perturbative evaluation of the path
integral

We now want to evaluate perturbatively the right-hand side of eq. (9.29),
and verify that we reproduce the same results obtained in the operator
formalism. To begin, we consider the numerator in eq. (9.29) for an
n-point function in a free scalar theory,

G(x1,. .., %) E/qu (x1) ... P(xy) e, (9.30)

with

S = /d4x (0" 90, ¢ — m?¢?) . (9.31)

N | =
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We first observe that it is not at all evident that the integral so de-
fined makes sense, because the oscillating factor ¢® is not necessarily
sufficient to provide the convergence of the integration over large fluctu-
ations, i.e. over the field configurations with a large value of the action.
One way to solve this problem is to add a small convergence factor
exp{—e [d*z ¢?/2} and to take the limit ¢ — 0T later. We therefore
consider

/D¢> (1) ... d(x,) exp {% /d4x [0 0, ¢ — (m* — ie)¢2]} (9.32)

and the convergence factor just amounts to the replacement m? — m? —

i€, exactly as in the Feynman prescription for the propagator; compare
with eq. (5.78). We next introduce

WI[J] = / Do exp{% / d'z [0"¢0,p — (m® — i€)¢’]
+ / d4x¢(x)J(x)} : (9.33)

WJ] is a functional of the field J(z), and its usefulness comes from the
fact that, performing functional differentiations with respect to J, we

obtain the Green’s functions G(z1,...,2,). The functional derivative is
a formal manipulation defined by the rule
)
— J(@) =69z —v), 9.34
57577 =0 - (934

plus the standard rules for the derivative of composite functions, and by
the rule that we can carry it inside the integral sign; this means that

—5 e J(2)o(z) =
5 [ @) = o). (9.35)
and therefore
0 0
G(x1,y. .., xn) = (5J($1) 6J(xn)W[J])|J_O ) (9.36)

For this reason, W[J] is called the generating functional of the Green’s
functions. To compute W[J] explicitly we proceed as follows. First of
all, we write it in momentum space, using

i

3 / d'z [0"90,0 — (m® —ie)¢?] + / d*z ¢(x)J ()

4

=5 [ G B — m 4 i0d) + T3] - (037
(2)

It can be convenient to work with a finite space-time volume, so the

four-momenta are discrete and the integrals are replaced by sums. The

integration over all possible functions ¢(z) can be written as an integra-

tion over all possible Fourier modes (;B(p)7

Do = [ dé(p). (9.38)
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Proportionality factors in this equation are irrelevant because they can-
cel in ratios like eq. (9.29), and we can take eq. (9.38) as a definition of
the integration measure. The integral can now be performed with the
help of a very useful identity valid for Gaussian integrals,

+oo N
/_ dez €xXp | —5 Z Yi 1jyj+zyzzz

4,j=1
N
1
= (2m)N/2 (det A)~Y2 exp +§ Z zi(A Yz, (9.39)
ig=1

where A;; is an invertible matrix. Coming back to a continuum notation,

we find
Wil =whleo{; [ 32 i-nbmin} . @
where
wio] = /D¢ e, (9.41)

D(p) = (9.42)

p2 —m?2 +ie’
We recognize that l~)(p) is the Feynman propagator in momentum space.
From the path integral formulation it becomes clear that the propagator
is simply the inverse of the operator which appears in the kinetic term.
Going back into coordinate space, eq. (9.40) becomes

W{[J] = W|0] exp{2 /d4;1:d4y J(x)D(x y)J(y)} ) (9.43)

Taking the functional derivatives we therefore find all the Green’s func-
tions of the free theory. For the two-point function we see that

T x eis = 6 6 = X1 — T2
[ o ssene = (st sz, = WODE -2
(9.44)
and therefore
I X2 6is

as we expected from eq. (9.29). Taking multiple derivatives we obtain
all higher-point Green’s functions; for instance,

(feotmvieae) [( fooe)

- [6J(x1) 0 (zg) P {% / dtad'y J(@)D(x - y)J<y)H o

= D192D34 + D13D24 + D14D33, (9.46)
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with the usual notation D;; = D(z; — x;). We see that we generate all
possible connected and disconnected Green’s functions, with the same
combinatorics of the Wick theorem. Observe also that if we introduce

Z[J] = log W([J] (9.47)

in the free theory we have
1
Z[J) = Z[0] + 3 / d*zd*y J(2)D(x — y)J (y) (9.48)

and therefore Z[J] is the generating functional of the connected Green’s
functions, which in the free case is of course only the two-point function.

Having understood how to compute the path integral in the free the-
ory, it is not difficult to introduce perturbatively the interaction, for
instance in the form of a term V(¢) = A¢*/4!. The path integral be-
comes

/qu d(x1) ... d(xn)
. 4 1 2 . 2 A 4
xexpsi [ d*x 3 (8“({)8,@ — (m* —i€)p ) T (9.49)
and is now non-Gaussian, and cannot be performed exactly. However,

we can expand the exponential perturbatively in A. For example, the
contribution to the two-point function to order A is

—i% d'z /D¢ B(21)B(w2)? (z) e2 /41w [0" 0u—(m?—ic)s?]

56
= —7— Ly
=g ) (64J(x)6J(x1)6J(m2) WM) .

(9.50)

where W[J] is the generating functional of the free theory computed
above. One can then check that we recover the Wick theorem and the
same results that we obtained from the operator formalism. For a de-
tailed discussion, see Ramond (1990), Chapter 4. As in the free theory,
using Z[J] instead of W[J] we generate directly the connected Green’s
function.

9.4 FEuclidean formulation

We have seen that the perturbative expansion of the path integral repro-
duces the expansion in terms of Feynman graphs. The greatest virtue of
the path integral approach, however, is that it allows us to give a non-
perturbative definition of a field theory, and it actually makes possible
the computation of non-perturbative effects.

To this end, it is convenient to ensure the convergence of the path
integral in a different way. Rather than adding a convergence factor
exp{—e [ d*z ¢*/2}, which, as we have seen, corresponds to the Feynman



prescription for the propagator, we rotate the theory in Euclidean space.
That is, we define the Euclidean time tg as

te =it . (9.51)
Therefore d*z = dtd*s = —idtpd®r = —i(d*x)g and

7] 7]

The action of a scalar field, with a generic potential V' (¢), becomes
1
S = /d4;z: [5 (0"¢0, ¢ — m?¢?) — V(¢>)]
4 |1 2 1 2 1 5.9
= [ &'z |50:9)" = 5(0i9)" = 5m7¢" — V(9)

— i [ |50 - 5007 - gne? - V()]
_is. (9.59

where we have defined the Fuclidean action Sg,
1 1 1
S = [[(@ha) |5007 + 5002 + 3m* + V(o)
1 1
_ / &'z haﬂwﬂm SR+ V(¢)} . (9.54)

In the last line we suppressed the subscript E from Euclidean quantities
since in this section, from now on, only Euclidean quantities will appear,
and we have used the convention that repeated Lorentz indices, both
lower or both upper, are summed with the Euclidean metric nfy =
(+,+,+,+), eg.

060 = (01, 9)° + (8:0)° (9.55)

The potential V(¢) must be bounded from below, otherwise the theory
does not have a stable ground state. Without loss of generality, we can
shift the potential by an arbitrary constant so that V(¢) > 0. Then we
see that the Euclidean action is positive definite and the factor

¢S = e 5F (9.56)

ensures the convergence of the integration over large fluctuations, since
paths which have a very large action are exponentially suppressed. There-
fore the path integral over Euclidean field configurations ¢(t g, x) is well
defined, and we can compute the Green’s function in Euclidean space.
The Green’s functions in Minkowski space can then be reconstructed by
analytic continuation.? So the basic quantity that we want to compute
is

[P0 o). o), (9.57)
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2Tt can be shown that analytic contin-
uation is possible to all orders in per-
turbation theory.
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3The path integral over fermionic fields
is defined using anticommuting vari-
ables, rather than ordinary c-numbers.
We do not expand on this, but the in-
terested reader can see e.g. Ramond
(1990), Chapter 5.

where z1,...x, are points in four-dimensional Euclidean space. Of
course, this path integral can be computed first of all perturbatively,
expanding in powers of the coupling constants. This gives a set of Feyn-
man rules in Euclidean space. For instance, repeating the derivation of
the previous section, we find that the Euclidean propagator in momen-
tum space is

~ 1

Dg(p) = 2 rm?’ (9.58)
where p? = p2 + p?. Similarly, a vertex in A¢* theory carries a fac-
tor —\ instead of —iA. These Feynman rules allow us to compute
perturbatively the Euclidean Green’s functions which then, upon an-
alytic continuation, reproduce the Green’s functions obtained with the
Minkowski-space Feynman rules.

The perturbative expansion corresponds to studying the contributions
coming from the “small” field configurations, i.e. from the fields which
do not differ much from the perturbative vacuum ¢(xz) = 0. However,
the Euclidean path integral formulation allows us to go further, and to
study the contribution of field configurations far from the perturbative
vacuum.

One possible approach is to discretize space-time and study the Eu-
clidean path integral on a space-time lattice, using furthermore a finite
volume. Then we have a finite number of lattice sites labeled by z, and
a field configuration is specified by a finite collection of variables, i.e. by
the value ¢; that the field takes at the point x;, where the index ¢ labels
the lattice sites. The integration measure can be taken to be

D¢ = [[ dé: - (9.59)

The functional integral is then reduced to an ordinary multiple integral,
which in principle can be studied numerically. Actually, a direct nu-
merical evaluation of an integral over a very large number of integration
variables is out of the question, but there is a technique, known as Monte
Carlo simulation, which consists in generating a set of field configura-
tions with a probability distribution e, and the functional integral is
replaced by the sum over this set of configurations. This approach is
extremely useful for gauge theories, since the theory on the lattice can
be defined so that it preserves gauge invariance.

There is then the problem of extrapolating the results to the contin-
uum limit (and to take the infinite-volume limit). This is done using
the renormalization group techniques discussed in Section 5.9 and in the
next section. This approach has the advantage of providing a method
for computing the exact, non-perturbative, Green’s functions in a way
that in principle is not subject to any perturbative approximation. The
actual limit, however, comes from computer capabilities, especially in
the presence of fermions.?

Another possible approach is based on a semiclassical expansion, and
we discuss it in the Solved Problems section.
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9.5 QFT and critical phenomena

Another virtue of the path integral formulation is to show the existence
of deep connections between QFT and critical phenomena, as was un-
derstood in particular by K. Wilson. This connection emerges from the
Euclidean formulation of the path integral. Performing the rotation to
Euclidean space, we have seen that the right-hand side of eq. (9.29)
becomes
ID¢ ¢(x1) ... $(wn) ™5
/D¢ e=3 ’

where S is the Euclidean action and the integral runs over all config-
urations that go to zero as the Euclidean time ty — 400.* Formally,
eq. (9.60) is identical to a statistical average of a classical system living
in four spatial dimensions, in which each configuration is weighted with
e~ In the language of statistical mechanics, this is called a correlation
function. Therefore the (Minkowskian) Green’s function of quantum
field theory in three spatial and one time dimensions (or more gener-
ally in d spatial dimensions plus time), (0/T{@(z1)...$(x,)}|0), can be
obtained by computing the correlation functions of a classical statisti-
cal system living in four spatial dimensions (or more generally in d + 1
spatial dimensions), and performing the analytic continuation back to
Minkowski space.

We want to investigate what kind of statistical system can reproduce
the properties of a QFT. As discussed in the previous section, to compute
the path integral in eq. (9.60) it is convenient to put the system in a
finite volume and to discretize the four-dimensional Euclidean space,
using for instance a four-dimensional lattice with lattice spacing a. Then
the system has a finite number of variables ¢; = ¢(x;), corresponding
to the lattice sites, and the integration measure in the path integral is
given by eq. (9.59). When the number of lattice sites is finite, the path
integral is a well-defined statistical sum. The question is how to take
the continuum limit so that a non-trivial QFT emerges.

To answer this question consider the two-point function in the massive
theory. The Euclidean propagator, in momentum space, is 1/(p? + m?),
and therefore the correlation function of the corresponding statistical
system is

(9.60)

d4p 6ip:r

wmwm:/——

_ .61
Gy (861

where [p|? = Pupu and pr = p,x,, with all contractions performed
with the Euclidean metric d,,,. The exact computation of the integral is
involved, but for m|z| > 1 the result is proportional to (1/|z|?)e~™I*l.
Consider a point z separated from the origin by n lattice sites, say along
the first axis. Then |z| = na and for n > 1, neglecting prefactors,

(Pno) ~ e 4" (9.62)

In statistical mechanics, the behavior (¢,¢o) ~ e~/¢ defines the (di-

4Observe that, if the vacuum is non-
degenerate, i.e. if in the action there
is a potential V(¢) with just one mini-
mum (that we can always set to be at
¢ = 0 with a shift of ¢, and to have the
value V(0) = 0 with a shift in V') then
only the fields that satisfy ¢(t,x) — 0
as |x| — oo have a finite action, other-
wise [d3zV diverges at large |x |. Then
the only non-vanishing contribution to
the functional integral comes from field
configurations that vanish at infinity in
all four Euclidean directions.
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mensionless) correlation length &, so in our case

1
= (9.63)
We see that, if we want to take the continuum limit a — 0 while keeping
the physical mass m fixed, the correlation length & must go to infinity.

The correlation length is a function of the couplings of the statistical
system. This means that, in order to obtain a continuum QFT in which
the physical masses, such as m in eq. (9.63) (and similarly the physical
couplings) are finite, we must tune the parameters of the corresponding
statistical system so that the correlation length diverges. Here we are
rephrasing, in the language of statistical mechanics, the renormalization
procedure introduced in Chapter 5: the dependence of the bare couplings
on the cutoff (here the lattice spacing a) is tuned so to obtain finite values
for the renormalized masses and couplings.

A divergent correlation length is characteristic of critical systems, and
therefore removing the cutoff in a QFT is analogous to tuning a statis-
tical system toward a critical point. Considering quantum field theories
as critical statistical systems allows us to use a whole body of physical
intuition stemming from statistical mechanics. In particular, we will
discuss in this section how to obtain a very physical understanding of
the renormalization group (RG) equations, like the Callan—Symanzik
equation, that we derived with rather formal arguments in Section 5.9.
To make the connection, we first briefly recall some basic facts about
critical phenomena.

A classic example is the two-dimensional Ising model, defined placing
a “spin” variable s; = +1 on each site i of a two-dimensional lattice,
and taking as Hamiltonian

H=-J) sis;, (9.64)
,J

where the sum runs only over nearest-neighbor pairs (i,7). We take
J > 0, so the interaction tends to align the spins, i.e. it is a ferromagnetic
coupling. The statistical mechanics of the Ising model is obtained from
the partition function Z = e 8" = tre ¥ with 8 = 1/kgT, and
therefore is governed by the dimensionless parameter

J

As with any statistical system, at fixed temperature T and fixed number
of particles the equilibrium state is given by the minimum of the free
energy F' = E — TS, and will be the result of the competition between
the tendency to minimize the energy F, so in our case to align the spins,
and the tendency to maximize the entropy S, so to disorder the system.
At small T the tendency to minimize energy is more important while
increasing T the tendency toward maximization of the entropy becomes
progressively more relevant. In the Ising model this competition leads to
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a phase transition: below a critical temperature T, (or, more precisely
below a critical value of kgT'/J) the system develops a spontaneous
magnetization, that is M = (s;) # 0, while above T, the magnetization
M vanishes (see Fig. 9.2). As T — T, from below, the magnetization
goes to zero as

M~ (T, —T)", (9.66)

and [ is known as a critical index. In the two-dimensional Ising model
B = 1/8 but this kind of behavior is quite general for critical phenomena.

In the magnetized phase there is long-range order. Since the spins tend
to be aligned, if the spin sy at the site 0 has the value sg = +1 then,
even if the site n is very far from the site 0, the probability of finding
S$p = +1 is higher than the probability of having s,, = —1. Therefore
there is no exponential decay of the correlation function (there will be,
rather, a power-law fall off) or, in other words, the correlation length is
infinite. In the disordered phase T' > T, instead, £ is finite. As T — T,
from above, £ diverges as

1

£~ m ) (9.67)
with v another critical index (v = 1 in the two-dimensional Ising model).

This behavior is illustrated in Fig. 9.3.

We are now ready to discuss the renormalization group (RG) equa-
tions in the language of critical phenomena. First of all, observe that in
QFT the lattice spacing (as any other UV cutoff) is not a physical quan-
tity, and we are only interested in the limit ¢ — 0. For this reason, it is
difficult to have an intuitive picture of how the bare theory should de-
pend on the cutoff. In statistical mechanics, instead, the lattice spacing
is a physical quantity, for instance of order 10~® cm in a typical con-
densed matter system. The correspondence between QFT and statistical
mechanics provided by the path integral is, more precisely, a correspon-
dence between the bare Green’s functions of QFT (which are objects
about which it is difficult to form an intuitive physical picture) and the
physical correlation functions of the statistical system. It is therefore
not surprising that in statistical systems the RG equations have a more
intuitive interpretation.

Consider for example the Ising model; the Hamiltonian (9.64) gives a
microscopic description of the system in terms of interactions between
nearest-neighbor spins separated by a distance a. However, we are usu-
ally not interested in the details of the interaction on a microscopic scale.
We are more interested in understanding what happens at the macro-
scopic scale. To go from a microscopic to a macroscopic description is
a non-trivial problem, since cooperative effects between the spins can
take place. This is especially important when the correlation length & is
large because, even if the fundamental interaction involves only nearest-
neighbor pairs, the influence of each spin on the others is propagated,
via this nearest-neighbor interaction, across a distance of order .

M

T. T

Fig. 9.2 The magnetization as a

function of temperature in the Ising
model.

g

T, T
Fig. 9.3 The correlation length as a

function of temperature in the Ising
model.
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Fig. 9.4 The block spin transforma-
tion.

E’Actually7 there are better formulations
of the RG transformation where the cal-
culations can be done more explicitly
and systematically. For instance, for
a scalar field ¢; = ¢(z;) one can inte-
grate over the original variables in the
path integral, with a Dirac delta of the
form 6(®n — ;¢ ,, ¢i), which forces the
four variables ¢; in the n-th square to
have a given value ®,, so we obtain an
effective theory in terms of the “block
fields” ®,,. Alternatively, we can work
in momentum space, using the momen-
tum modes ¢y, regularizing the theory
with a cutoff A which restricts the Eu-
clidean momenta to |k| < A. Then, in
the partition function Z, we integrate
explicitly over the modes ¢ in a shell
A — 6A < |k| < A, remaining with an
effective action for the low-momentum
modes. We do not enter into these
technical aspects, and we limit our-
selves to illustrate the main ideas using
Kadanoff’s block spin transformation,
which is rather intuitive.

To construct an effective Hamiltonian which describes the physics at
the macroscopic scale we can proceed in steps, “integrating out” the
details of the model at short scales. A possible way to do it, in the
Ising model, is via a “block spin” transformation, first introduced by
Kadanoff. Regroup the lattice sites into squares made of four adjacent
spins, as in the upper part of Fig. 9.4. If £ > 1, nearest-neighbor
spins must be very strongly correlated. This means that, defining the
variables S, = (1/4) ;. si, where the sum is over the four adjacent
spins in the n-th square, each S,, will most of the time take the values +1,
as the original spin variables s;, and therefore we can consider them as
effective spin variables, living on the centers of their respective squares,
indicated by a cross in the lower part of Fig. 9.4.> Since the original
spins s; had only nearest-neighbor interaction, in a first approximation
also these “block spin” variables will interact among themselves only
with a nearest-neighbor interaction, but their effective coupling constant
in general will not be the same as the coupling K which appears in
egs. (9.64) and (9.65). Rather, the coupling will have a value Ko = f(K),
for some function f(K'), determined by the condition that the partition
function is preserved,

Tr{sn}e—ﬂH/[Sn] — Tr{Si}e—ﬂH[s,;] 7 (9.68)

so that the theory obtained with a block spin transformation describes
the same macroscopic physics. In general, H'[S,], as determined by the
above equation, will contain also interaction terms that are not present in
H, so the evolution of the couplings should really be followed in a multi-
parameter space of coupling constants, rather than being restricted to
the coupling K. For the moment, we neglect this aspect to simplify the
presentation of the main ideas.

If K describes the interaction on a microscopic scale a, Ko describes
the effective interaction on the scale 2a. We can then iterate the proce-
dure, performing this block spin transformation over the S,, variables,
again regrouping four of them together; since the Hamiltonian still has
the same form as in eq. (9.64), with just the replacement K — f(K),
the effective coupling at the scale 4a will be

K3 = f(K2) = f(f(K)).

We can iterate the procedure n times, until 2"a becomes almost of order
a&. What we gain by this procedure is that at each stage the number of
effective spin variables which are strongly correlated among themselves
has been thinned. In fact, in terms of the variable S,,, the new (di-
mensionless) correlation length is & = &y/2 (where & is the correlation
length of the original variables s;), since the spacing between the spins
Sp is 2a. After n steps the correlation length is &, = £,/2™. When this
number becomes of order one, collective effects do not play any role, and
the physics of the system can simply be read off the effective Hamilto-
nian. Therefore the coupling K, obtained iterating n times the block
spin transformation, i.e. the coupling defined by

Kn = f(anl) 5

(9.69)

(9.70)
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with the initial condition K1 = K, is the effective coupling which de-
scribes the physics at the length-scale | = 2™a.

The relation with the renormalization group equations discussed in
Section 5.9 now emerges. What we find, either using the QFT language
in Section 5.9 or the language of statistical mechanics in this section, is
that the behavior of the theory is described by effective coupling con-
stants that depend on a length-scale [ (or equivalently on an energy-scale
1/1). In statistical mechanics [ represents the scale over which micro-
scopic fluctuations have been averaged out while, in QFT, 1/1 is the
cutoff in momentum space. All the necessary information is encoded
in the functions that describe how the couplings change as we change
the scale: the beta function in Section 5.9 or the function f(K) in this
section.

We see that the problem of taking into account the collective action of
many degrees of freedom when the correlation length is large has been
translated into the problem of computing the function f(K). This can
be a very difficult task, so it might seem that we have simply translated
a difficult problem into another difficult problem. However, the power
of the method emerges in connection with the notion of fixed point. A
fixed point K. is defined as a solution of the equation

K. = f(K.). (0.71)

Observe that &, is a function of K, i.e. &, = £(K,,). Since &,+1 = &,/2,
the function £(K) must satisfy

€17 (K)] = 5E(K). (9.72)

At the fixed point K. = f(K.) so £(K.) = (1/2)£(K.), which has two
solutions, {(K.) = oo and &(K.) = 0. We see from eq. (9.63) that the
latter case is of no interest for constructing an interacting continuum
QFT, and is called a “trivial” fixed point. The fixed points corresponding
to £(K ) = oo are instead called “critical”.

In a general system, the space of coupling constants will be multi-
dimensional, and one must also take into account that, even if a term is
not originally present in the microscopic Hamiltonian, it will be gener-
ated by the RG transformation, unless it is protected by some symme-
try. Therefore we will have a RG flow in this multidimensional (actually,
infinite-dimensional) space. However, most of the couplings will be sim-
ply driven to zero by the RG transformation. The operators with whom
they are associated in the Lagrangian are termed irrelevant.

In the space of the remaining couplings, the RG flow will be basically
determined by the fixed-point structure. Barring more exotic possibili-
ties, like chaotic behavior, the RG trajectory will flow either to infinity
or toward the fixed points.

A hypothetical example of a flow in a two-dimensional parameter
space is shown in Fig. 9.5. In this figure we have drawn the critical
surface, that is the surface in the parameter space where £ = oo, and
other surfaces at constant £&. We have considered a situation in which

P

0

Fig. 9.5 An example of RG flow
with three fixed points A, B,C' on
the critical surface and a fixed point
Py at § =0.
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on the critical surface there are three fixed points, labeled A, B and C.
Furthermore, there is a trivial fixed point Py with £ = 0. Each point on
this graph corresponds to a set of values for the couplings, i.e. a physical
Hamiltonian in the language of statistical mechanics, or a bare QFT in
field-theoretical language. Since under a RG step & — &/2, if we apply
the transformation to a point on the critical surface we remain on the
critical surface, while if we start at £ finite we will be eventually driven
to the fixed point at £ = 0.

A very important property of a fixed point is its stability. In Fig. 9.5
Py is a stable fixed point: the flow is such that, if we start infinitesimally
close to Py in any direction, the RG transformation will bring us toward
Py. All fixed points on the critical surface have instead at least one un-
stable direction, which is the direction orthogonal to the critical surface
itself: if we start close to the critical surface, but not exactly on it, the
RG transformation decreases £ and drives us further away from the crit-
ical surface. The fixed points A and C' have one stable direction along
the critical surface, while B has instead a second unstable direction.

Points that are on the same RG trajectory describe the same macro-
scopic physics, by construction of the RG transformation, see eq. (9.68).
In principle, each point on the critical surface is suitable for removing
the cutoff and defining a renormalized QFT, since there £ = oo and
a = 0. However, these theories are not all physically different. Since a
RG trajectory connects equivalent theories, all the points on the critical
surface that lie in the attraction basin of the same fixed point correspond
to equivalent theories. In other words, the space of possible renormalized
QFT is split into equivalence classes, known as universality classes, in
one-to-one correspondence with the fixed points on the critical surface.

Universality is a powerful concept to explain why statistical systems
with very different microscopic Hamiltonians turn out to have the same
critical behavior, and in particular the same critical indices. For in-
stance, for a generic system with one coupling constant K, we have seen
in eq. (9.67) that near the critical coupling K,

c

K)~r ————— 9.73
g( ) (K _ KC)V I ( )
with ¢ a constant. Combining this with eq. (9.72), we have
. f(K) - Kc v _
i (W =2 (9.74)

Close to the critical point, f(K) ~ K.+ f'(K.)(K — K.) and, substi-
tuting into eq. (9.74), we get [f'(K.)]” =2, or

log 2
vV=———.
log f'(K.)

This shows that the critical index v depends only on the form of the
function f(K) near the critical point, and not on the microscopic details
of the Hamiltonian. In particular, all Hamiltonians that lie on the same
RG trajectory describe systems that, even if apparently very different

(9.75)
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on the microscopic scale, have the same value of v. The above results
also nicely illustrate how the non-analytic behavior (9.73) emerges as a
result of collective behavior, from a regular Hamiltonian and an analytic
function f(K).

In the context of QFT, universality means first of all that (at least
within a universality class) the renormalized theory does not depend on
the details of the regularization. Universality however is important also
for a different reason. In Section 5.9 we saw that we can write the RG
equations in two different forms:

(1) We can write them as equations that govern the dependence of the
bare coupling constants on the cutoff, as in eq. (5.164). With a lattice
cutoff A = 1/a, eq. (5.164) reads

d
a=l = ~B(gola)). (0.76)
where, in the general case of many coupling constants, go and (3 are
vectors in the coupling constant space.

(2) We can write the RG equations in the form of equations that
govern the dependence of the renormalized coupling constants on the
energy. From eq. (5.178), setting £ = wup (where p is the reference
scale),

Wt~ Blgen(E) (0.77)

Both eqs. (9.76) and (9.77) originated from eq. (5.161), in the former
case taking the derivative with respect to the cutoff and in the latter
with respect to the renormalization point p.

Equation (9.76), as we have seen, can be understood in the language
of critical phenomena, because the cutoff a can be interpreted as the
physical lattice spacing of a condensed matter system, and a change in
cutoff as the result of taking into account collective effects. However,
eq. (9.77) has the same form as eq. (9.76), so we can again apply the
notions of fixed points, universality, etc. While in eq. (9.76) the fixed
points are at £ = 0,00 (i.e. when the momentum space cutoff 1/a is 0
or 00), in eq. (9.77) they will be at E = 0 or at E = co. In eq. (9.76)
only the fixed points at & = oo were interesting in the QFT context.
In eq. (9.77), instead, both types of fixed points are very interesting; a
fixed point at E = 0 (called an infrared, or simply IR, fixed point) can
govern the behavior of a theory at low energies while a fixed point at
E = oo (called a UV fixed point) will be relevant at high energies.

This can be understood from Figs. 9.6 and 9.7, where for simplicity
we take the space of coupling constants to be one-dimensional. We
consider a theory with a beta function which vanishes at geg = 0 (the
perturbative fixed point, which always exists) and which furthermore
has a zero at a value geg = g.. In Fig. 9.6 the beta function is positive
for 0 < gesr < g and negative for geg > g.. From this, it follows that a
solution of eq. (9.77), as E — oo, will always be attracted toward geg =
ge, independently of the initial value g(u). In fact, if 0 < g(p) < ge,
B(ger) > 0, therefore dgosr/dE > 0 and gesr(F) increases asymptotically

E

B(g)

g\g

Fig. 9.6 An example of a beta func-
tion with two zeros, such that g =0
is an IR fixed point and g = g. is a
UV fixed point.

B(g)

8¢

Fig. 9.7 Reversing the sign of the
beta function, g = 0 becomes a UV
fixed point and g = g. an IR fixed
point.
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toward g.. Conversely, if the initial value g(u) > g, the beta function
is negative and g (F) decreases toward g.. Therefore in this example
gc is a UV fixed point. Universality manifests itself in the fact that the
large-energy properties of the theory are governed by this value of the
coupling, irrespectively of the initial value of g(u).

To study the limit £ — 0, instead, we can run the RG flow backward
and, again using Fig. 9.6, we see that, if 0 < g(p) < ge, ger(F) runs
toward zero as E — 0 while, if g(u) > gc, ger(F) runs toward infinity.
Therefore g = 0 is an IR fixed point (with attraction domain 0 < g(u) <
gc), and all theories in this universality class become free at low energies.

In Fig. 9.7 we have reversed the sign of the beta function, and the
same analysis as above shows that now g = 0 is a UV fixed point with
attraction domain 0 < g(u) < g., while in the infrared the theory flows
at gc.

In QCD, the beta function has only the perturbative zero at g = 0,
and is negative for g > 0. There is no other fixed point. Therefore the
theory in the UV flows to g = 0, which is the property of asymptotic
freedom that we already mentioned in Section 5.9. In the IR limit the
coupling grows large and enters in the strong coupling domain, where
perturbative methods cannot be applied.

9.6 QFT at finite temperature

Another interesting application of the path integral technique is to QFT
at finite temperature. To understand this relation we consider first
quantum mechanics and we start from eq. (9.15), written using the
Schrédinger representation,

. a(Ty)=as )
<qf|e—7,H(Tf_Ti)|qi> — / [dq} eiS (9.78)
q(Ti)=q:
We now rotate from Minkowski to Euclidean space, ¢ — —it, so that
exp{—iHt} becomes exp{—Ht}, while ¢*5/" becomes e~5/", as discussed
in the previous section. In this section, the notation ¢ will hereafter
denote Euclidean time. Then eq. (9.78) becomes

i a(Ty)=ay s
(grle ") =/ [dq] e, (9.79)
q

(Ti)=q:

where 3 = Ty — T; and T;, Ty are the minimum and maximum values of
Euclidean time; S is the Euclidean action so, for a particle in a potential
v,

S = %mcf +V(q). (9.80)

We now take ¢; = gr = ¢ and we sum over all possible values of g,

> gl e g) = / [dg] e %, (9.81)

7 a(H)=q(t+5)



where the sum is over all possible configurations with ¢(T;) = ¢(T) or,
in other words, over all periodic configurations with period 8 = Ty —T;.
Since the states |g) form a complete set, the left-hand side is the trace
of e #H over the Hilbert space, so we find the relation

tre—PH :/ [dg] e=%. (9.82)
q(t)=q(t+p)

For a scalar field theory we can perform the same steps with just a
change in notation, and we get
H

tre P = D¢ e, (9.83)

/¢(x )=¢(x,t+08)

with S the Euclidean action given in eq. (9.54) and H the field theory
Hamiltonian. The left-hand side of eq. (9.82) or eq. (9.83) is the thermal
partition function of a system with Hamiltonian H, at a temperature
given by kgT = 1/8. This means that the thermal averages of the
system can be computed using the path integral, restricting to paths
periodic in Euclidean time.

From a practical point of view, in quantum mechanics it is simpler
to compute directly the trace on the left-hand side of eq. (9.82) using
the operator formalism. In QFT, instead, it is usually much simpler to
evaluate the path integral in eq. (9.83).

9.7 Solved problems

Problem 9.1. Instantons and tunneling

It happens in many theories that, beside the trivial solution ¢ = 0, there
are other, non-trivial, solutions of the Euclidean equations of motion, which
vanish at infinity. A typical situation is given by solutions which describe
tunneling phenomena between different vacua. We consider the action of a
scalar field theory in D Euclidean dimensions,

Sp = / P Bamauwvw)] , (9.84)
and we choose ) )
V() = m7¢>2 (1 - %) , (9.85)

so we have a mass term, a cubic and a quartic coupling. As a first step, we
restrict to D = 1, so the action is

Sp = / dt [%(6@)2 + V((b)} . (9.86)

This is Euclidean quantum mechanics, with ¢(¢) playing the role of the position
q(t). However, we will still use the notation ¢ and the typical field theory
language, to emphasize that many general ideas carry through (with some
qualifications to be discussed below) in field theory in D Euclidean dimensions.

9.7 Solved problems 239
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Fig. 9.8 The
against ¢.

function

—V(9)

This potential has two degenerate minima: one is at ¢ = 0 and, in the
field theory language, it is the perturbative vacuum; the other is located at
¢ = n. Of course, with a redefinition of the field of the form ¢ — ¢ —n we
could shift the rightmost minimum at ¢ = 0 and call this the perturbative
vacuum; in any case, the point is that there are two minima, and perturbation
theory is defined as an expansion around one of them. So we choose ¢ = 0 as
the perturbative vacuum, and we study the path integral with the boundary
conditions that the field goes to zero as ¢ — £oo. We now ask whether
there are classical solutions of the equations of motion with these boundary
conditions. One is obviously the perturbative vacuum, ¢(t) = 0 for all ¢t. To
search for other solutions, observe that formally eq. (9.86) is the same as the
action of a particle with coordinate ¢(t) and unit mass, moving in Minkowski
space in a potential —V'(¢), shown in Fig. 9.8. From this formal analogy we
immediately understand that there is a solution starting at t = —co at ¢ =0
with a “speed” q§ — 07, which approaches the point ¢ = 1 at t = +00. In the
original Minkowskian field theory, ¢ = 0 and ¢ = 7 are the two degenerate
vacua, separated by a potential barrier, and therefore this Euclidean solution,
from the point of view of Minkowski field theory, represents a tunneling process
between the two vacua. We will call this Euclidean solution an “instanton”.

Actually, this solution does not satisfy our boundary conditions, since ¢ # 0
at t — 4+00. However, there is also a solution, that we call an anti-instanton,
which goes from ¢ = 1 to ¢ = 0, and we can combine the two solutions to
obtain a path that starts and ends at ¢ = 0; for instance we can consider a
path that starts at ¢ = € > 0. This will reach an inversion point close to
¢ = n and then will go back to ¢ = €. In the limit ¢ — 0" we get the desired
solution, which is called an instanton-anti-instanton (I1) pair.

The path integral can therefore be approximated as a sum of two terms:
the contributions of the small fluctuations around the perturbative vacuum
¢ = 0, which reproduces the perturbative expansion, and the contribution of
the fluctuations around the I pair. The latter gives an example of a non-
perturbative contribution. Let ¢o(¢) be the IT classical solution. We can write
a small fluctuation over ¢¢ in the form

¢ =¢o+p, (9.87)

with ¢ small. The action can be expanded in powers of ¢ as
S[¢] = Sl¢o] + Sap] + Ss[e] + ..., (9.88)

where Ss is quadratic in ¢, S3 is cubic, etc. It is important that there is no
term linear in ¢, since ¢o is a classical solution and therefore is an extremum
of the action.

Then the contribution to the path integral coming from the fluctuations
over ¢o is

o~ S160] /Dw—wz[wswm‘). (9.89)

We see that this contribution is proportional to efs[‘b“], where S[¢o] = ;7 is
the action of the IT configuration, or more generally of the classical configura-
tion over which we are expanding. In this example, we have S;7 = S; + S5 =
251 so to compute S;;7 we must find explicitly the instanton solution and its
action Sy. In this model this is easily done: the equation of motion is

¢=m’¢ (1 —~ %) (1 - 2%) , (9.90)



and the instanton solution, which interpolates between ¢ = 0 at t = —co and
¢p=mnatt=-+o0,is .
t)= ——. 9.91
o(t) 1+ exp{—mt} (9-91)
Inserting this into eq. (9.86) and setting 7 = mt/2 we find
2 oo 2
mn 1 mn
Sr=—— dr ——— = . 9.92
! 8 /, o T cosh? 7 6 ( )

Observe that the coefficient of the ¢* term in the action (9.84, 9.85) is m?/(2n?).
We then define the quartic self-coupling A from A/4! = m?/(2n?), and we see
that the contribution to the path integral of the small fluctuations over this
classical configurations is proportional to

e 251 = exp {—%} , (9.93)

with ¢ = 4m?®. The fact that ¢ is not adimensional is due to the fact that
in D = 1 the coupling A is not adimensional. The important point is that
this contribution is non-analytic in the coupling A and can never be seen in
a perturbative expansion around A = 0; the Taylor expansion of the func-
tion f(z) = exp{—1/z} around x = 0 is in fact identically zero. Instantons
therefore provide an example of non-perturbative contributions that cannot
be computed in a perturbative expansion in terms of Feynman graphs. Para-
metrically, as A — 0, exp{—c/A} is smaller than any power of \; therefore, in
a theory in which the renormalized coupling is sufficiently small, like in QED,
effects of this type are negligible. However, in a theory like QCD where the
coupling is strong, non-perturbative effects are important.

The generalization to D > 1 Euclidean dimensions is not completely straight-
forward. For instance, if we start with eq. (9.84), we might look for a classical
solution ¢(¢,x) which is independent of x. Then we would just find again the
solution ¢(t) discussed above. However now its action contains also a diver-
gent volume factor coming from the integration over the spatial coordinates,
and therefore the contribution to the path integral of these configurations is
~ e~ % = 0. Thus we must look for solutions whose action is localized not only
in time, as in eq. (9.92), but also in space. Solutions of this type turn out to
exist in a number of interesting theories, including QCD, and are generically

called instantons.

Summary of chapter

e In the path integral formulation of quantum mechanics the position
and momentum (and any other variable) remain ¢-numbers rather
than being promoted to operators. The amplitudes are computed
summing over all possible trajectories with the given boundary
conditions, weighting each trajectory with e (or e in Euclidean
space). The connection between the operator formalism and the
path integral quantization is provided by egs. (9.15) and (9.25).

e The vacuum expectation value of a T-product of fields can be
computed performing a path integral over all field configurations
that go to zero at infinity, eq. (9.29). The perturbative expansion
is recovered writing the action as S = S5 + Sing, Where S is the
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part quadratic in the fields and Sj,; the interaction term. The
inverse of the operator which appears in S5 gives the propagator,
and the perturbative expansion is reproduced expanding e** (or
e~ % in Euclidean space) in powers of Siys.

e An important aspect of the path integral formulation is that it
allows us to define the theory non-perturbatively, and it makes it
possible to compute (at least in principle, or with suitable numeri-
cal or semiclassical techniques) terms non-analytic in the coupling
constant.

e The Euclidean formulation of the path integral reveals deep con-
nections between QFT and critical phenomena. The bare Green’s
functions of a QFT in d spatial dimensions are equivalent to the
physical correlation functions of a statistical system living in d+ 1
spatial dimensions. The dependence of the bare coupling constants
on the cutoff in QFT can then be understood, in the language
of statistical mechanics, as a result of the collective interaction
between many degrees of freedom when the correlation length is
large, and can be computed “integrating out” the small scale fluc-
tuations. This generates the RG transformation. The existence
of fixed points of the RG transformation leads to the notion of

universality.
|
Further reading
e A clear and concise review of the path integral tech- J.B. Kogut, Rev. Mod. Phys. 51 (1979) 659. For a

nique can be found in Appendix A of Polchinski historical perspective of the developments leading
(1998). For more details on the path integral see to renormalization group and the relation between
Peskin and Schroeder (1995), Chapter 9. For the QFT and critical phenomena, see the Nobel lecture
path integral quantization of gauge theories see also of K. Wilson, Rev. Mod. Phys. 55 (1983) 583.

Ramond (1990). e Two advanced books on the relations between field

theory and critical phenomena are Parisi (1988)

e For the connection between QFT and critical phe- . .
and Zinn-Justin (2002).

nomena, the original review papers are still excel-
lent readings; a classical reference is K. G. Wilson e For instantons, a classical reference is Coleman
and J. B. Kogut, Phys. Rept. 12 (1974) 75. See also (1985). See also Chapter 39 of Zinn-Justin (2002).



Non-abelian gauge theories

In this chapter we introduce non-abelian gauge theories, or Yang—Mills
theories. Their importance stems from the fact that strong interac-
tions are described by a non-abelian gauge theory with gauge group
SU(3), known as quantum chromodynamics or QCD, while the elec-
tromagnetic and weak interactions are unified in a gauge theory with
gauge group SU(2) x U(1), the electroweak theory. Together, QCD
and the electroweak theory form the Standard Model, which to date
reproduces all known experimental results of particle physics, up to en-
ergies of the order of a few hundred GeV. To have an idea of the de-
gree of accuracy of these measurements, we mention that the mass of
the Z° boson is measured with a precision of almost two parts in 105,
mz = 91.1876(21) GeV, its width is 'z = 2.4952(23) GeV, and many
other observables are known with a precision of the order of a few parts
in 103.

A full presentation of the Standard Model is beyond the scope of this
course. In this and the next chapter we will however introduce two of its
main ingredients, namely Yang-Mills theories and the Higgs mechanism.

Non-abelian gauge theories, beside having an extraordinary experi-
mental success, have also a very rich theoretical structure, at the classical
and especially at the quantum level. Within the scope of this course, we
can only limit ourselves to just a few elementary aspects; in particular,
we will discuss how to generalize gauge transformations to non-abelian
groups and how to write the corresponding invariant Lagrangians.

10.1 Non-abelian gauge transformations

As a first step, it is useful to rewrite the abelian gauge transformation of
electrodynamics in a form more suitable for generalization. We saw in
Chapter 3 that electrodynamics has a local U(1) gauge invariance. We
write a generic z-dependent U(1) element as

U(z) = €@ (10.1)
with 0 < 0(z) < 27. A field ¥ with charge ¢ transforms as
U(z) — Uy(z)T(x) (10.2)

where U, (x) = €9(®) is a representation of the U(1) transformation, la-
beled by the parameter q. The transformation of the gauge field instead
is

Ap(z) — Ay (z) — 0,0. (10.3)

10
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We recall a few basic facts about the
group SU(N). Tt has N? — 1 genera-
tors T'%, which are hermitian and sat-
isfy Tr T'® = 0. By definition they obey
the Lie algebra [T%,T%] = dfebere,
where f2°¢ are the structure constants
of SU(N), which are completely anti-
symmetric and real. For example, for
SU(2), fobe = e, If TS is a repre-
sentation of the algebra and V' a uni-
tary matrix of the same dimension as
TR, then VTI‘_%VJr is still a solution of
the Lie algebra and therefore provides
an equivalent representation. We can
fix V requiring that it diagonalizes the
matrix D®(R) = Tr(T&T%), so that
Tr (T&TY) = C(R)§" . The normaliza-
tion factor C'(R) is fixed (since the Lie
algebra is not invariant under a rescal-
ing of T%) and it depends on the rep-
resentation R. For SU(N), it turns out
that C(R) = 1/2 for the fundamen-
tal representation and C(R) = N for
the adjoint representation; the reader
can check it for SU(2), using T? =
o' /2 for the fundamental and (T%)7% =
—i€k for the adjoint, as we discussed
in eq. (2.37). By definition for SU(N)
we raise or lower the index a with §%°,
so we will conventionally always write it
as an upper index, and repeated upper
indices are summed over.

In terms of the gauge group element U(z), this can be rewritten as

Au(x) — A, +i(0,U)UT. (10.4)
We make the (obvious) observation that the transformation law of A,
is an intrinsic property of the gauge field, and does not know anything
about ¢, which instead is a parameter that labels the representation to
which the matter field ¥ belongs. The coupling between A, and ¥ is
obtained using the covariant derivative, eq. (3.167), which depends on
q, i.e. on the representation to which ¥ belongs,
D, = (0, +iqA,)T. (10.5)
The important property of the covariant derivative is that, even under
z-dependent transformations, it transforms in the same way as U,
D,V — Uy(z)D, 7V, (10.6)
as we already saw in eq. (3.168). As discussed in Section 3.5.4, using
covariant derivatives there is a very simple way to construct a theory
with local U(1) invariance: we start from a theory with global U(1)
invariance and we just replace all the ordinary derivatives with covari-
ant derivatives. This method of coupling matter to the electromagnetic
field is known as the minimal coupling. We have also seen, again in
Section 3.5.4, that non-minimal couplings are also possible, but they are
characterized by coupling constants with dimensions of inverse powers
of mass. From the discussion in Section 5.8 and the explicit example of
the Fermi theory presented in Section 8.1, we understand that couplings
with inverse mass dimensions are less fundamental than dimensionless
couplings, and emerge as the low-energy limit of some more fundamental
dimensionless coupling. Therefore, it is the minimal coupling that we
want to generalize.
We find it convenient to redefine (x) — ef(x), where e < 0 is the
electron charge. Therefore we write
eie@(a:)

U(z) = : (10.7)

where now 0 < 6(z) < 27/e|, and the gauge transformation becomes

U(z) — @ w(z), (10.8)

Au(x) — A, + é(a,LU)UT . (10.9)

We want to generalize the above transformations to the case where
U(z) belongs to a non-abelian group G, rather than just to U(1), and
we want to construct a Lagrangian invariant under such local transfor-
mations. We will limit ourselves to the the case G = SU(N), although
the construction is very general; G is called the gauge group.

We start by generalizing eq. (10.8). We consider a set of fields ¥*(xz)
transforming in a given representation R of the gauge group. The fields
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are then labeled by an index @ = 1,...,dim (R). For definiteness we
take U* to be Dirac fermions, but all the subsequent considerations are
very general and apply to any matter fields, e.g. to bosonic fields or to
Weyl fermions.

The fact that ¥ transforms in the representation R means that, under
a gauge transformation,

U — Up¥, (10.10)

or, in components, ¥*(z) — (UR)O‘B(x)\I!ﬁ(x). In eq. (10.10),
Ugr(z) = exp{igf®(x)Th}, (10.11)

where T are the generators of the gauge group in the representation R
and 0%(z) are the parameters of the transformation. We have redefined
the parameters 0% (x) — g0%(x), where g is a constant. We will see below
that g will be the coupling constant of the theory.

The free Dirac Lagrangian,

Liree = 10949, 0% (10.12)

(with the sum over the index « understood) is invariant under global
SU(N) transformations, since if ¥ — UrW then ¥ — UIT% and, if Ug is
independent of z, it goes through J,, and cancels against UIT%. However,
if Ur depends on z, performing the transformation we also get a term
proportional to ,U and this Lagrangian is no longer invariant.

To construct an invariant Lagrangian, we introduce a set of gauge
fields A, labeled by an index a, with one gauge field for each generator
of the gauge group; the AZ are called non-abelian gauge fields. In par-
ticular, SU(N) has N2 — 1 generators, so we have three gauge fields for
SU(2) and eight gauge fields for SU(3). We introduce the matrix field

A () = A%(2)T". (10.13)

Of course AZ does not depend on the representation (just as in electro-
magnetism the gauge field, and therefore its transformation properties,
does not know anything about the parameter ¢ that labels the matter
representation), while the generators T'*, and therefore the matrix A,
have an explicit form which depends on the representation R. We define
the gauge transformation of 4, as

i
A, — UAUT - ;(@U)U*, (10.14)

where A, = A}, (z)T and U(x) = exp{igh*(z)Tx} are in the same rep-
resentation R. This definition is consistent because the transformation
that it induces on Ay, is independent of R, as it should be. This can be
shown considering first an infinitesimal transformation,

U(x) = 1+4igh*(z)Te + O(6%). (10.15)
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2We take g > 0, while the electron
charge is e < 0. This is the origin of
some apparent sign differences in the
definitions for the U(1) and the non-
abelian case.

Then eq. (10.14) becomes

i

AT — (14ig0°Tf) AL TH(1 — igh°TF) g(ingaﬂea) + O(6%)

= A\Tf +ig0® Ay [T}, Ty + T/0,0° + O(6°) . (10.16)

Therefore
Al — A%+ 9,0% — gf*0° A + O(6%) (10.17)

and no dependence on the representation R appears. For Lie groups the
infinitesimal transformation fixes uniquely also the finite transformation,
and therefore even the finite transformation of Af, is independent of
R. Equation (10.14) generalizes eq. (10.9) to non-abelian groups. The
constant g will play the role of the gauge coupling, as we will see below.?

In particular, under a global gauge transformation, 4, — UA#UT. It
is interesting to ask what this transformation property means in terms
of the N2 — 1 fields Aj,, and we will see in Section 10.4 that it means
that, under global gauge transformations, A, — (Uadj)abAZ, where Usgqj
is the adjoint representation of the gauge group.

We now define the covariant derivative on the field ¥ as

D,V = (8, —ig ASTR) ¥, (10.18)

where T} are the generators in the same representation R as the field
U. Using egs. (10.10) and (10.14) we see that

D, — 9,(Ur%¥) —ig (URAHU; - (8HUR)U;> Ur¥ = UrD, ¥,

i

g
(10.19)
where we used the fact that AZT}% transforms with the same matrix Ug
which appears in the transformation of . Therefore D, ¥ transforms

in the same way as ¥, even under local transformations.

10.2 Yang—Mills theory

Using the covariant derivative, it is now easy to write a Lagrangian with
local non-abelian gauge invariance. We just replace 9, — D, in the free
theory, that is, we write

L= U"[iy"(D,¥)* — mP°] . (10.20)

This Lagrangian contains the kinetic term of the fermionic field and its
interaction with the gauge fields. The interaction term, which is hidden
in the covariant derivative, is

Ling = gAL U (T)ap¥” (10.21)

and we see that g is a coupling constant. We also need a kinetic term
for the gauge fields. One might try to define the field strength tensor of



each of the gauge fields Aj as F}j, = 0, A7 — 0, Ay, but it is immediate
to verify that this quantity does not have any simple transformation
property under (10.14). Instead, a straightforward computation (using
the identity 0 = 9,(UU') = (8,U)UT + U(9,UT) and therefore 9,UT =
—UT(8,U)UT) shows that the quantity

Fu = 0,A, — 0,A, —iglA,, A (10.22)

transforms as
Fu(x) — U(z)F (2)UT (2) . (10.23)

F,, is called the non-abelian field strength. From egs. (10.22) and
(10.13) we see that we can rewrite F),, as

F,, = Fa T¢ (10.24)

pv

with
Fi, = 0,45 — 0,A5 + gf*" A} A5 (10.25)

Now it is easy to construct a gauge-invariant kinetic term for the gauge
field; it is given by

1 1
Lonnge = =5 T By F' = —2 Fj, F (10.26)

where F),, has been taken in the fundamental representation, and we
used the fact that Tr(T2T5) = (1/2)5%°. Under gauge transformations
Tr F,, F* — Tr (UF,, F*U') = Tr F,,, F** due to the cyclic property
of the trace.

The complete Lagrangian of the SU(N) Yang-Mills theory with Dirac
fermions in the representation R is therefore

e a T Qs & a\Jyo a 1 a a pv
Lym = 10 JU—mPOT*+g A% 'y”(TR)a[;\IlﬁfZFWF m(10.27)

or, in more compact form,

= 1 v
EYM =U (ZM — m) v — 5 ’I‘I‘FMVFM . (1028)

Observe, from eq. (10.25), that the term F? contains not only the
standard kinetic term of the gauge fields, but also an interaction ver-
tex with three gauge bosons, proportional to g, and a vertex with four
gauge bosons, proportional to g2, as shown in Fig. 10.1. Observe also
that gauge invariance has fixed the three-boson, four-boson, and boson—
fermion—fermion vertices in terms of a single parameter, the gauge cou-

pling g.
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Fig. 10.1 The vertices with three
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10.3 QCD

Quantum chromodynamics (QCD) is a Yang—Mills theory with gauge
group SU(3). The matter fields are the quarks. They are in the fun-
damental representation of the gauge group and have spin 1/2. As we
already discussed in Chapter 8, there are six type of quarks, denoted as
u (up), d (down), ¢ (charm), s (strange), ¢ (top) and b (bottom). The
type of quark is called the flavor, while the index of the gauge group is
called the color index. Therefore a generic quark field has two indices,
U4 with o = 1,2, 3 the color index and A = u, d, ¢, s,t, b the flavor in-
dex. Each quark flavor is described by a Lagrangian of the type (10.27),
with a different mass for each flavor. The 32 — 1 = 8 gauge bosons are
called gluons. Therefore the QCD Lagrangian is

= . 1
Loop =W AGUA —m U Awed — 2 L e

pv

FgAL GHAYT A (10.29)

where we sum over both the color indices «, 3 and the flavor index A,
and T are the generators of SU(3) in the fundamental representation.

QCD is the fundamental theory of strong interactions. A crucial prop-
erty of QCD, that we already discussed in Sections 5.9 and 9.5, is asymp-
totic freedom, which means that the running coupling constant geg(E)
(defined in Section 5.9) is small at high energies and large at low energies.
At small distances QCD is well described in terms of weakly interacting
quarks and gluons, while at large distances, of the order of 1 fm, the
theory becomes non-perturbative and quarks are confined. This means
that quarks cannot be observed as free particles, but we can only ob-
serve color-singlet bound states of quark—antiquarks (mesons) or of three
quarks or three antiquarks (baryons). Mesons and baryons are collec-
tively denoted as hadrons and, being composed of quarks, are subject
to strong interactions. The strong interactions generate dynamically a
characteristic energy scale Aqcp ~ (1fm)~1 ~ 200 MeV. The lightest
hadron is the pion, whose mass is in fact of this order of magnitude,
my ~ 140 MeV.

Besides the exact local SU(3) color symmetry, QCD also has impor-
tant approximate global symmetries, due to the possibility of perform-
ing a coordinate-independent rotation in flavor space. We saw in Sec-
tion 3.4.3 that the free Lagrangian of a single massless Dirac fermion
has a U(1) x U(1) symmetry, in which we rotate independently the left-
handed and right-handed Weyl spinors,

P, — ey, R — YR . (10.30)
In terms of the Dirac spinor ¥ the two independent transformations with
0r =01 = a and Or = —01 = (B have been written in egs. (3.125) and
(3.126), and we recall them here,

U — ey T — ey (10.31)



The transformation parametrized by « is called the vector U(1), while
the one parametrized by ( is called the axial U(1), or Ua(1).
Consider now the QCD Lagrangian with Ny quark flavors ¥, ... ¥
(i.e. W!is the Dirac spinor describing the u-quark, U2 the d-quark, etc.).
Denote by ¢, a column vector with Ny components whose entries are
the Weyl spinors 1 ... ,1/)1va which describes the left-handed quarks,

Ui

q = : : (10.32)
Ny
L

Ny

and similarly for gg (the color index is not written explicitly). Recalling
the relation between the Dirac Lagrangian written in terms of Dirac
spinors and in terms of Weyl spinors, Sections 3.4.1 and 3.4.2, we can
rewrite the quark part of the QCD Lagrangian (10.29) in the form

Equarks = Z‘quLﬁl—LD/_LqL + iQ}L%O—MDMqR - (qTLMqR + QLMQL) ) (1033)
where M is a mass matrix, diagonal in flavor space
MAB:mAéAB. (10.34)

If we set the mass term to zero, in the above Lagrangian there is no
coupling between left-handed and right-handed quarks, and we can per-
form a SU(Ny) transformation independently on the left-handed and
right-handed quarks,

qr. — Urqr, gr — Urgr , (10.35)

with Up,Ug two independent SU(Ny) matrices acting in flavor space.
The operator D,, acts on the coordinates, through d,,, and in color space,
because of Aj;T; however, it knows nothing about flavor. Therefore, if
the matrices Uy r do not depend on the coordinates z*, they commute
with D,,. Then under eq. (10.35)

¢t 5" Duqr — qiUl6" D Urqr = ¢ Ul ULe" Doy, (10.36)

so it is invariant, since Uz Ur, = 1, and similarly for ggz. This means that,
in the limit in which we can neglect the masses of N; quark flavors, QCD
has an approximate global SUp(Ny) x SUg(Ny) invariance.?

We introduce the Dirac spinor @), in the chiral representation of the

y-matrices,
Q= ( Zsz ) : (10.37)

Then the symmetry SUr(Ny) x SUr(Ny) can be written as a product
of a vector SU(Ny) and an axial SU(Ny), similarly to eq. (10.31)

Q— e°Q, Q—e"’°Q, (10.38)
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SActually, we could more generally con-
sider a Ur (Ny) x Ur(Ny) transforma-
tion, so we also have a vector U(1),
which corresponds to baryon number,
and an axial U(1). The axial U(1)
symmetry is however spoiled by subtle
quantum effects that we will not dis-
cuss.
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with o = a®T* and 6 = B*T?, where T® are the generators of the flavor
symmetry in the fundamental representation.

If the mass term is non-zero, but Ny masses are equal, so that M = mlI
is a multiple of the identity matrix, we no longer have a SU(Ny) x
SU(Ny) global symmetry, but we still have a SU(Ny) global symmetry
in which the left- and right-handed quarks are rotated in the same way,
since in this case the mass term is

m(a)qn + dhar) (10.39)
and is invariant under eq. (10.35) with Ur, = Ug.

The approximation of neglecting the quark masses or of neglecting
their differences is useful only for the lightest quarks, v and d (and, to
a lesser accuracy, s). In particular, if we take m, ~ mg, we have an
approximate SU(2) global symmetry called isospin, while if we further
assume m,, ~ mg ~ my we have an approximate SU(3) flavor symmetry.
We discussed these symmetries in the Complement on page 209, where
we also explained how to use them to extract information on hadronic
matrix elements. We will further examine the axial SU(N;) symmetry
in Section 11.2, when we discuss spontaneous symmetry breaking and
Goldstone bosons.

10.4 Fields in the adjoint representation

We have seen that the form of the covariant derivative depends on
the transformation property of the object on which it acts, since in
eq. (10.18) the generators are in the same representation R as the field
V. Apart from fields transforming in the fundamental representation
of SU(N), another typical case that one encounters is that of fields in
the adjoint representation. Let us consider for definiteness a real scalar
field. As we saw in Section 2.4, the adjoint representation exists for
any group and has the same dimension as the number of generators,
ie. N2 —1 for SU(N). A scalar field in the adjoint can be written
as ¢*(z),a = 1,...,N? — 1 (while for a field in the fundamental, as in
the previous section, we use the notation ¢* with a = 1,...,N), and
the indices a, b are of the same type as the indices labeling the gener-
ators. Under a gauge transformation, a field in the adjoint of SU(N)
transforms by definition as

¢ — (eigf)“(r)T:dj) @, (10.40)

where ¢ is the vector column with components ¢*. Using the fact that
we have as many fields as generators, we can form the matrix field

O(z) = ¢ (2)T° (10.41)

(with the generators T® in any representation that we wish to use, not
necessarily in the adjoint). We now show that, in terms of ®, eq. (10.40)
becomes

(z) — U(z)®(x)UT(z). (10.42)
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Here U(x) = exp{igf®(x)T*}, where the generators T® are in the same
representation that we used in the definition of ®, eq. (10.41).* To prove
this assertion, it is sufficient to consider an infinitesimal transformation.
The explicit form of the generators in the adjoint of SU(N) is (Ti%;)" =
—ifec. Writing all indices as upper indices, raised with 6%, under an
infinitesimal transformation we have

(5@50 _ dea( ;dj)de)b _ _gfabcea(bb7 (1043)

which implies that
6B = §¢°T° = —g o0 ¢°Te . (10.44)
On the other hand, the infinitesimal form of eq. (10.42) is
60 = ig[0°T®, ®] = igh*¢°[T*, T?) = —gfbe024°T°, (10.45)

which agrees with eq. (10.44).> Of course, nothing here depends on the
Lorentz indices of the field, so we see that F},, is an example of a field
transforming in the adjoint representation under local gauge transfor-
mation; compare with eq. (10.23). Instead A, transforms in the adjoint
only under global transformations, while for local transformations it ac-
quires also the inhomogeneous term ~ J,U. Observe also that if we
choose ¢* real then ® is hermitian, and the gauge transformation is
compatible with the hermiticity condition.
The covariant derivative of a field in the adjoint is

(Dpo)* = 00" —ig AL, (Tig;)" 8" - (10.46)
Using (Tyy;)ve = —if;. we have
(D) = 0u¢" — gf** ¢ AL, (10.47)

By definition (D, ¢)* transforms as ¢* under local gauge transforma-
tions. We can also write the covariant derivative in terms of ®; defining
D,® = (D,¢$)" T*, eq. (10.47) gives

D,® = 9,® — ig[A,, ®]. (10.48)

Using eqs. (10.14) and (10.42), we easily check that under gauge trans-
formations

D,® — U(x)(D,®)U'(z), (10.49)

confirming that D,® transforms as ®. An invariant Lagrangian is
1 a aoc (& 2
L=TrD'®PD,d = 3 (00" — gf " ¢"AS)™ . (10.50)

Here the generators which appear in eq. (10.41) have been chosen in
the fundamental representation, so the trace gives a factor 1/2 and we
recover the standard normalization of the kinetic term. The gauge in-
variance of eq. (10.50) follows from the cyclicity of the trace. Again, we
see that the requirement of gauge invariance fixes the interaction terms,
and in eq. (10.50) we have a cubic interaction —gf“bc(auqb“)d)bAz and a
quartic interaction O(g*¢*A2).

4In other words, eq. (10.42) holds at
the abstract group level, without any
reference to the representation.

5Actually, to prove eq. (10.42) it was
not really necessary to perform an ex-
plicit computation. It suffices to realize
that eq. (10.42) is the same transforma-
tion law obeyed by the tensor T%° =
4T B where 1 is in the fundamental
representation N and v in the antifun-
damental N. The product N ® N de-
composes into (N? — 1) @ 1, i.e. in the
adjoint plus the singlet. However, the
singlet is absent in ® because Tr T*=0,
and therefore @ is purely in the adjoint.
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Summary of chapter

e Non-abelian gauge transformations generalize the local invariance
of electrodynamics, with gauge group U(1), to non-abelian gauge
groups like SU(N). Instead of a single gauge field, we now have a
set of gauge fields AZ, with one gauge field for each generator of the
gauge group. Matter fields are in a representation R of the gauge
group and therefore carry an internal index a@ = 1,...,dim (R).
The transformation laws are given by egs. (10.10) and (10.14).

e The Yang-Mills Lagrangian is given by eq. (10.28). Besides an
interaction term between matter and gauge fields, dictated by the
covariant derivative, there are also interaction vertices involving
only three and four gauge bosons, fixed by the form of the non-
abelian field strength. Therefore all these interaction terms are
fixed by the requirement of gauge invariance.

e QCD is a Yang-Mills theory with gauge group SU(3); the matter
fields are the quarks and the gauge fields are the gluons. The
Lagrangian is given in eq. (10.29).

Further reading

e Non-abelian gauge theories are the building blocks
of modern particle physics. Given their extraordi-
nary experimental success and their rich theoretical
structure, the literature on them is vast. A detailed
introduction is provided in Peskin and Schroeder

(1995) and in Weinberg vol. II, (1996).

e A detailed survey of QCD is given by the three
volumes of At the frontier of Particle Physics—
Handbook of QCD, M. Shifman ed., World Scien-
tific 2001.



Spontaneous symmetry
breaking

In this chapter we present the phenomenon of spontaneous symmetry
breaking (SSB). This is a mechanism of great importance both in particle
physics and in condensed matter physics. Its generality and importance
stem from the fact that it deals with how a symmetry of the action
in QFT (or of the Hamiltonian in a statistical system) is reflected on
the ground state of the system. As we will see in Section 11.1, SSB
strictly speaking can only take place in a system with an infinite num-
ber of degrees of freedom. It is therefore a genuinely field-theoretical
phenomenon, which does not appear in quantum mechanical systems
with a finite number of variables.

We will examine the effect of SSB on different types of symmetries.
In Section 11.2 we will discuss the SSB of global symmetries, and the
emergence of Goldstone bosons. In Section 11.3 we will examine the SSB
of local abelian symmetries, and we will see that it is a crucial element
in the BCS theory of superconductivity, when the latter is formulated
in field theoretical language. We will finally examine the SSB of non-
abelian gauge symmetries, and we will see that in this case it gives rise
to the masses of non-abelian gauge bosons, like the W+ and Z° in the
Standard Model.

11.1 Degenerate vacua in QM and QFT

Spontaneous symmetry breaking is a very general phenomenon charac-
terized by the fact that the action has a symmetry (global or local) but
the quantum theory, instead of having a unique vacuum state which re-
spects this symmetry, has a family of degenerate vacua that transform
into each other under the action of the symmetry group.

A simple example is given by a ferromagnet. The action governing its
microscopic dynamics is invariant under spatial rotations. For instance,
we can describe a ferromagnet by a generalization of the Ising Hamilto-
nian given in eq. (9.64), introducing a vector variable s; associated to

each site 1,
H=-J E 585,
,J

where J > 0 and the sum is restricted to nearest-neighbor pairs. As
we discussed in Section 9.5, above a critical temperature a ferromagnet

(11.1)
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-n n q

Fig. 11.1 A double-well potential

has a unique ground state, with zero magnetization. Of course this
state respects the rotational invariance, since on it the expectation value
of the magnetization M = (s;) vanishes, and therefore no preferred
direction is selected. Below a critical temperature instead it becomes
thermodynamically favorable to develop a non-zero magnetization, and
in this new vacuum M # 0 and the full SO(3) rotational symmetry is
broken to the subgroup SO(2) of rotations around the magnetization
axis.

The original invariance of the Lagrangian is now reflected in the fact
that, instead of a single vacuum state, there is a whole family of vacua
related to each other by rotations, since the magnetization can in prin-
ciple develop in any direction. However, the system will choose one
of these states as its vacuum state. The symmetry is then said to be
spontaneously broken by the choice of a vacuum.

SSB is a phenomenon that cannot take place in a quantum mechanical
system with a finite number of degrees of freedom, since in this case, if
we have a family of “vacua”, the true vacuum state is a superposition
of them which respects the original symmetry. To illustrate this point,
we consider for instance the quantum mechanics of a particle, described
by a coordinate ¢(t), in a potential

Vig) = 5N ~ ), (11.2)

with A\, n parameters. This potential is shown in Fig. 11.1, and is called
a double-well potential. The Lagrangian is

L= %mcf - Vi(q), (11.3)
and is symmetric under the parity transformation ¢(t) — —q(¢) (this
is also called a Z5 symmetry, where Z5 is the finite group formed by 1
and —1 under multiplication). The potential has two minima, at ¢ =
+n. We can solve the Schrodinger equation expanding the potential
around the minimum at ¢ = 4+, retaining only the quadratic term
in the Taylor expansion of the potential around 7 (so that we have
a harmonic oscillator), and treating in perturbation theory all higher
powers of the expansion of the potential. We call |[+) the ground state
obtained in this way; more precisely, this is a perturbative vacuum. We
can do the same expanding around —n, and we call |—) the corresponding
perturbative vacuum. However, the true ground state of the theory
is neither |+) nor |—). At the non-perturbative level there is a non-
vanishing amplitude for the transition between these two states, due to
the possibility of tunneling under the barrier which separates the two
minima, and which can be computed in a WKB approximation (or using
the instanton technique developed in Solved Problem 9.1). Because of
the tunneling process, the Hamiltonian is not diagonal in the |+) basis.
Rather, we will have

(+H[+) = (-|H|-) =a
(+|H[=) = (-[|H|+) =0, (11.4)
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with b < a, since the tunneling amplitude is exponentially suppressed.
Diagonalizing this Hamiltonian we immediately find that the eigenstates
are the symmetric and antisymmetric combinations

1Sy =[+) +1-), [A) =1+) = 1) (11.5)

with energies a+b, respectively. Therefore the degeneracy between these
states is lifted by the fact that b # 0, and the true ground state is the
combination with energy a — |b|.

Under a parity transformation ¢ — —g, |S) is invariant while | A) picks
a minus sign. Recalling that physical states are defined up to an overall
phase, we see that the true ground state of the Hamiltonian goes into
itself under parity, and there is no SSB of the Zs symmetry.

Consider now a real scalar field with Lagrangian

£= 060,60 — DX ). (11.6)

Here again we have a Zs symmetry ¢ — —¢. The crucial difference is
that the tunneling amplitude in this case is proportional to exp{—cV'}
with ¢ a constant and V the spatial volume. In fact, this tunneling
amplitude can be evaluated as in the instanton computation that we have
discussed in Solved Problem 9.1, with a classical configuration which
is not localized in space, so its action is proportional to the volume,
Sa = ¢V, and the tunneling amplitude is proportional to exp{—=Sa} =
exp{—cV'}. This result can be understood physically by discretizing
space, so that our field theory corresponds to a quantum mechanical
system in which for each spatial point x we have a variable gx(t) =
¢(x,t), and in order to tunnel into the other vacuum each of the g¢x
must tunnel. Let the tunneling amplitude for a single variable ¢x be
proportional to e_cl, for some constant ¢’. The total amplitude is the
product of the separate amplitudes so, if IV is the number of lattice sites,

tunneling amplitude ~ H e =N =V, (11.7)

X

In an infinite volume this amplitude vanishes and there is no mixing
between the two vacua. In other words, the effective height of the barrier
is infinite and therefore we truly have two distinct sectors of the theory,
i.e. two different Hilbert spaces Hy,H_ constructed above the two
vacua |+) with the usual rules of second quantization. There is no
possibility to restore the symmetry via tunneling, and all local operators
have vanishing matrix elements between a state in H and a state in
H_.

A characteristic of SSB is the existence of an order parameter which
takes a non-zero expectation value on the chosen vacuum. In the exam-
ple of the ferromagnet the order parameter is the magnetization, i.e. a
spatial vector, while in the previous example it was an element of Zs,
(¢)/n = £1. In the following we will be interested in situations where
the order parameter is a scalar field ¢, real or complex. In any case, the
order parameter is a quantity which is not invariant under the symmetry
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More precisely, since vectors that dif-
fer by a phase describe the same physi-
cal state, we do not have SSB if U|0) =
€?*|0), for some constant phase o. Con-
versely, in order to have SSB, beside
eq. (11.8) we must also require that
T*|0) is not proportional to |0) itself.

in question, so that a non-vanishing expectation value means that the
symmetry is broken.

For a Lie group, we can restate the condition of SSB in terms of
the action of the generators on the vacuum state. We denote by U =
exp{if*T*} a generic element of the symmetry group in question, and by
T the generators. If the vacuum state is invariant, then for any value of
the parameters % we have U|0) = |0) and therefore all generators must
annihilate the vacuum,! so 7%|0) = 0 for each a. Instead, if the vacuum
state is not invariant, there must be one or more generators T'* that do
not give zero when acting on the vacuum state,

T%0) # 0. (11.8)

For example, for a ferromagnet in the ordered phase the SO(3) rotation
group is broken. The SO(3) generators are the angular momentum
operators J, Jy, J, and if the magnetization is, say, along the z-axis, we
have J,|0) = 0 (since rotations around the z-axis still leave the vacuum
state invariant) but J;|0) # 0,J,|0) # 0. The full SO(3) group is
therefore broken to the SO(2) subgroup generated by J,.

11.2 SSB of global symmetries and
Goldstone bosons

Consider the Lagrangian for a complex scalar field
L=0,0"0"p =V (o), (11.9)

with 1 ,
V() = 2% (lel* = %) . (11.10)

This is a double-well potential for |¢| and therefore it has a continuous set
of minima; writing ¢ = |¢|e’®, the vacua are characterized by (|¢|) =,
and (a) arbitrary. The Lagrangian has a global U(1) invariance

¢ — e, (11.11)

with 6 an arbitrary constant. The scalar field will choose one of these
vacua, so that (&) = ayp, and the U(1) symmetry is spontaneously bro-
ken. Without loss of generality we can redefine « so that ap = 0, and
therefore on the vacuum

(¢) =n. (11.12)

We want to understand the spectrum of the theory after SSB. This can
be done studying the small oscillations around the vacuum. We therefore
write 1

V2

where y and ¢ are real fields (the normalization 1/ V/2 is chosen for later
convenience). Observe that the set of vacua is a circle of radius 7 in

¢(z) =n+ — (x(z) + iv(x)) (11.13)
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the complex field plane, and since we are expanding around the point
(Re¢ =n,Im ¢ = 0), x is a fluctuation in the direction orthogonal to the
manifold of vacua, while 7 is a fluctuation in the tangential direction,
as shown in Fig. 11.2.  In other words, n + i1, for ¢ constant and
infinitesimal, is another vacuum. A small displacement in the direction
of 1 does not cost energy since we are moving along a flat direction of
the potential (at least to lowest order, i.e. retaining terms quadratic in ¢
in the Lagrangian and neglecting cubic and higher-order terms). Instead
with a small displacement in the direction of x we feel an approximately
quadratic rise of the potential, so this fluctuation costs energy. It is
therefore clear that, after quantization, 1 is associated to a massless
mode, while x is a massive mode. To check this formally, we insert
eq. (11.13) into the Lagrangian (11.9), and we find

1 1 A2 2
L = 5000 x+ 500"y - = [@V2n)x+x* +v?] . (1119)
We see indeed that in this Lagrangian there is a mass term for Yy,
Lo, N 2 2,2
37 = §(2%577) =\, (11.15)

but there is no term of the form (1/2)m34?, so ¢ is massless. In conclu-
sion, in this model the U(1) symmetry (11.11) is spontaneously broken
by the choice of vacuum, and at the same time a massless spin-0 boson
appears in the spectrum.2

This is an example of a general theorem, the Goldstone theorem, which
states that, given a field theory which is Lorentz invariant, local, and
has a Hilbert space with a positive definite scalar product, if a contin-
uous global symmetry is spontaneously broken, then in the expansion
around the symmetry-breaking vacuum there appears a massless parti-
cle for each generator that breaks the symmetry. This particle is called
a Goldstone (or Nambu—Goldstone) particle.

As in the above example, also in the general case the emergence of
massless particles corresponds to the possibility of moving, in field space,
in the direction of the manifold of vacua. The dimensionality of the
manifold of vacua is equal to the number of generators which break the
symmetry. In fact, setting the vacuum energy to zero, by definition we
have H|0) = 0. Since T is the generator of a symmetry transformation,
it satisfies [T'*, H] = 0 and therefore

H(T®|0)) = T*H|0) = 0. (11.16)

So, if T%|0) # 0 (and if it is not proportional to |0) itself, see note 1) we
have found a new state with the minimum energy, i.e. another vacuum
state. This is the origin of the fact that we have a Goldstone particle
for each generator which breaks the symmetry.

The Goldstone theorem further states that the quantum numbers of
the Goldstone particles are the same as the corresponding generator. In
most cases, the global symmetry transformations are internal transfor-
mations in the field space which do not act on the Lorentz indices of

Fig. 11.2 The directions in field
space parametrized by x and 1.

20ur discussion is oversimplified, be-
cause we assumed that the relevant
quantity, for determining whether the
vacuum is degenerate, is the classi-
cal potential V(¢$). Quantum correc-
tions in general can modify the form
of the potential, and generate an effec-
tive potential (known as the Coleman—
Weinberg effective potential), which
is the quantity that really determines
whether there is SSB or not. However,
replacing V' (¢) with this effective po-
tential, our considerations are correct.
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3However7 in supersymmetry the gen-
erators exchange fermions with bosons
and carry half integer spin. As a conse-
quence, the Goldstone particles associ-
ated to global supersymmetry breaking
are fermions.

the fields. For instance, in the above example the symmetry which is
broken is U(1), or, equivalently, an O(2) rotation symmetry in the space
(Re ¢, Im ¢). These rotations do not touch Lorentz indices, and there-
fore the generators are Lorentz scalars. Correspondingly, the associated
massless particle is a spin-0 boson.?

In particle physics, an important example of Goldstone bosons is pro-
vided by the pions. From the discussion in Section 10.3 we know that,
in the limit in which the masses of the up and down quarks can be
neglected, QCD has an approximate global SU(2) x SU(2) symmetry.
We can now ask how it is realized on the vacuum. If the vacuum is in-
variant, then the situation is completely analogous to ordinary quantum
mechanics, and the spectrum of the system is organized in multiplets
(degenerate in mass) of the symmetry group. On the contrary, if a
generator fails to annihilate the vacuum, we have seen that there is a
corresponding massless particle in the spectrum.

Therefore, if the SU(2) x SU(2) approximate global symmetry of QCD
were unbroken, all strongly interacting particles should be approximately
arranged in representations of SU(2) x SU(2). Since the two SU(2)
factors are obtained one from the other with a parity transformation,
this means in particular that for each strongly interacting particle there
should be a second one, approximately degenerate in mass, and with the
opposite parity. Experimentally this is not the case. For instance, the
three pions are pseudoscalars, and there exists no triplet of real scalars
close in mass to the pions.

Rather, the experimental values of masses and quantum numbers of
the strongly interacting particles point toward a different alternative:
the vector SU(2) is unbroken, and is in fact the isospin symmetry. Cor-
respondingly, particles are organized in isospin multiplets almost degen-
erate in mass; the three pions form a triplet, the proton and neutron a
doublet, etc. This explains why their mass differences, which are O(1)
MeV, are tiny compared to the strong interaction scale which is rather
0(100) MeV.

On the contrary the axial SU(2) is spontaneously broken, and as a
consequence we have three (because of the three generators of SU(2))
Goldstone bosons, which are pseudoscalar because of the % in the gener-
ators of the axial SU(2) transformation, see eq. (10.38). More precisely,
one uses the term quasi-Goldstone bosons to stress that these are par-
ticles which would be massless in the limit of exact symmetry; since
instead this SU(2) x SU(2) symmetry is only approximate, these par-
ticles are light compared to the other hadrons. Indeed, the three pions
fulfill these conditions. They are pseudoscalars, and they are the lightest
strongly interacting particles, with masses O(140) MeV rather than the
values O(1) GeV typical of the neutron and the proton.

Identifying the pions as the pseudo-Goldstone bosons of chiral sym-
metry allows us to write down effective Lagrangians which govern their
dynamics, burying all our ignorance of QCD at large distances into a
few phenomenological parameters. This is a more advanced subject, and
we refer the reader to the Further Reading section.
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11.3 Abelian gauge theories: SSB and
superconductivity
To illustrate the effect of SSB on a theory with a local symmetry we start

again from the Lagrangian (11.9), but now we gauge the U (1) symmetry.
Therefore we introduce a U (1) gauge field A, and we take as Lagrangian

£ = (D) D"6 =V (9]) — 3 Fuw ™ (11.17)
with
Dy = (8, +iqAu) b. (11.18)
As before, )
V(o) = 33 (1P =) (11.19)

To understand the physical content of the theory, it is convenient to
write the complex field ¢ in terms of its modulus and a phase, and to
expand the modulus around n,*

¢(x) = [p(x)| ) = (n T (11.20)

z) ) e .
7 # ))

Now observe that, since under the U(1) local transformation ¢ trans-
forms as

() — "D g(x)

with 6(z) the parameter of the gauge transformation, we can fix the
gauge freedom setting a(z) = 0 in eq. (11.20). In other words, we
have used the gauge freedom to remove one degree of freedom from the
complex field ¢, so that we are left with just a single real scalar field ¢.
The phase a(z) parametrizes the manifold of vacua, so it is the field that,
in the case of global symmetries, describes the Goldstone boson.® We see
that when we break a local symmetry the Goldstone boson is eliminated
from the physical spectrum by gauge invariance. After setting o(z) = 0,
using eqgs. (11.18) and (11.20) we get

(11.21)

1 1

D¢ =—= (Oup) +ig(n+—=p) A 11.22

6= 75 Ou) +ia (14 70 Ay (11.22)
and, substituting into eq. (11.17),
1 2 1
L= 00— N <n2902 + m—fso?’ + —so4>
2 2 8
+¢* (n+ icp 2 Agan—Lp g (11.23)
NG H g : :

We recognize a standard kinetic term for a real massive scalar field ¢,
with mass m2 = 2A\*n*. For the gauge field, the quadratic term is now

1

La 1

1
FF" + §m2AAMA“ ; (11.24)

4Polar coordinates become singular at
the origin, therefore this parametriza-
tion is only useful when ¢ < 7. How-
ever, to understand the particle con-
tent of the theory it is sufficient to limit
ourselves to ¢ infinitesimal and there-
fore, as long as 7 # 0, we can use this
parametrization without problems.

5In fact, a parametrizes exactly the di-
rection in field space corresponding to
the vacuum manifold, while the field
9 in the previous section parametrizes
this direction only for infinitesimal dis-
placements.
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with
m? = 2¢*n*. (11.25)

Taking the variation of eq. (11.24) we find the equation of motion
O F™ +miAY =0. (11.26)

Equation (11.26) is known as the Proca equation (we already met it in
Exercise 4.4). Contracting it with 9, we have 8,0, F** +m?%0, A" = 0;
since 0,0, F* = 0 automatically, and m4 # 0, we find

d,AY =0. (11.27)

Using this condition, 0, F*" = 0,(0*A¥ — 0¥ A*) becomes equal to DAY
and eq. (11.26) gives
(O+m?)AY =0. (11.28)

Therefore the Proca equation describes a massive gauge boson.

We saw in Section 2.4.1 that a vector field A¥, from the point of view
of spatial rotations, decomposes into 0 ¢ 1. Expanding A,(z) in plane
waves, the condition 9, A* = 0 becomes k, e/ (k) = 0 and eliminates, in a
covariant way, the component with polarization vector €,(k) ~ k,, since
for this polarization we have ke (k) ~ k* = m? # 0. In the rest frame
of the particle (which exists, since ma # 0), k* = ma(1,0,0,0) and
the polarization vector which has been eliminated is ¢ (k) = (1,0,0,0)
which, from the point of view of spatial rotations, is a scalar. Therefore
eq. (11.27) eliminates the spin-0 part and we are left with a pure spin 1.
In conclusion, eq. (11.26) describe a massive spin-1 particle.

From this example we learn that the spontaneous breaking of a local
symmetry does not produce Goldstone bosons, but instead the gauge
field has acquired a mass proportional to the vacuum expectation value
of the scalar field. In this context the scalar field ¢ is called a Higgs
field, and the mechanism that produces a mass for the gauge boson is
called the Higgs mechanism. It is interesting to compare the number
of degrees of freedom with and without SSB. If in the potential we set
n = 0, then there is no SSB; the scalar field has two real components.
We cannot use the gauge invariance to eliminate the phase 6 as before,
because when 1 = 0 the decomposition (11.20) of ¢ in terms of two real
fields ¢, 0 is not well defined: in fact in this case ¢ = v/2|¢| and therefore
@ = 0, so it is no longer a scalar field which can freely perform at least
infinitesimal fluctuations around ¢ = 0. Rather, gauge invariance can
be used to eliminate the longitudinal components of A, as we studied
when we quantized the free electromagnetic field in Section 4.3.2, and
the remaining gauge field has two physical degrees of freedom, the two
transverse polarizations. In total we have two physical degrees of free-
dom from the Higgs field and two from the gauge field. After SSB, the
scalar field has just one real component, but the gauge field is massive,
and a massive spin-1 particle has three degrees of freedom. In total,
we have 1 + 3 = 4 degrees of freedom. So, the Higgs mechanism im-
plies a reshuffling of the degrees of freedom. The field that, in the case
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of a global symmetry, was a Goldstone boson, is turned into the third
polarization state of a massive spin-1 particle.

One might ask what do we really gain by giving a mass to the gauge
boson with the Higgs mechanism, rather than adding by hand a mass
term (1/2)m? A, A" to the Lagrangian (a mass term for the gauge field
generated by SSB is called a soft mass term, in contrast to a term added
by hand, which is called a hard mass term). The point is that, in the
Higgs mechanism, the Lagrangian is gauge invariant, which is not the
case if we instead add by hand a mass term. The breaking of the sym-
metry takes place at the level of the vacuum. It can be shown that
such a spontaneous breaking preserves a number of good properties of
the unbroken theory, and in particular the theory is still renormalizable.
Intuitively, this comes from the fact that at very high energies £ > n
we can neglect n and the UV properties of the theory are the same as
in the case n = 0. If we instead break the gauge symmetry by hand the
theory is not renormalizable.

Spontaneous breaking of the U(1) gauge symmetry is realized in Na-
ture in the phenomenon of superconductivity. Let us recall that the
relation between the electric current j and an applied external electric
field E is j = oE, where the proportionality constant o is called the
conductivity. A superconductor is an object where 0 = co. In a piece
of material with finite volume we have a finite number of electrons, so
we cannot have an infinite current, and therefore the electric field E is
forced to be zero inside the superconductor, and the Maxwell equation
B = —V x E states that the magnetic field B is constant in time. There-
fore, if B was zero at some initial time, it will remain zero inside the
superconductor even if we switch on an external magnetic field outside
the superconductor. This means the field lines of the applied external
magnetic field cannot penetrate inside the superconductor (Meissner ef-
fect). At the microscopic level, what happens is that the electrons in the
superconductor form currents on the surface, which screen the external
field.6 There is therefore a characteristic screening length I, and inside
the superconductor the external magnetic field drops exponentially,

B(z) = B(0)e™®/!, (11.29)

where x = 0 represents the interface between the superconductor (at
x > 0) and the external space. The physical mechanism behind su-
perconductivity is that, due basically to an interaction mediated by
phonons, pairs of electrons bind together in a singlet state, forming the
so-called Cooper pairs. This composite object is therefore described,
at the level of effective theory, by a charged scalar field, with charge
equal to twice the electron charge. The effective Lagrangian describing
the interaction of this scalar field with the electromagnetic field is given
by eq. (11.17) (with ¢ = 2e). The result (11.29) is then understood in
terms of the Higgs mechanism: the scalar field describing the Cooper
pair plays the role of the Higgs field and develops a vacuum expectation
value; as a consequence, the photon acquires a mass u, and its wave
equation becomes eq. (11.28). Then also the electric and magnetic fields

6Since a given piece of superconduct-
ing material, with a finite volume, has
only a finite number of electrons, there
is a maximum magnetic field B, that
can be screened. If the applied ex-
ternal field is higher than B, it turns
out that the field penetrates in a non-
homogeneous manner. For type II su-
perconductors, the magnetic field pene-
trates in the form of narrow flux tubes.
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satisfy a massive KG,
O+ HE=0, ((@O+p*)B=0. (11.30)

When we switch on an external magnetic field, after a transient time
we will have a static field configuration. Therefore the equation for B
becomes V2B =0 at z < 0 and (V2 — 1?)B = 0 at « > 0. The solution
of this equation, at > 0, is given by (11.29) with [ identified with
1. The penetration length is therefore the inverse of the mass that

the photon has inside a superconductor.

11.4 Non-abelian gauge theories: the
masses of W+ and 7Y

We consider now an SU (2) gauge theory with a doublet of complex scalar
fields ¢®, with a = 1, 2, transforming in the fundamental representation.
We call ¢ the Higgs field. The covariant derivative is

(Dug)™ = 0™ — igAs(T)* 3¢ , (11.31)

and the generators T in the fundamental representation, for SU(2), are
T = ¢%/2, where 0® are the Pauli matrices.

Since ¢f¢ is invariant under ¢ — U¢ with U unitary, any function of
#'¢ is gauge invariant, and we can also write a gauge-invariant potential
term V (¢¢). Therefore the Lagrangian is

1
Lsv)-Higss = (D"6) (Dug) = V(970) = JFL P, (11.32)

and we choose 1 )
V(#'g) = 5N (670 — %) (11.33)

We have a degenerate family of vacua, at ¢T¢ = n%. Following the same
strategy used for the SSB of the U(1) gauge invariance, we use the gauge
freedom to eliminate some components of ¢ (similarly to the elimination
of a(x) in the previous section). Here we have a field ¢ with two complex
components, i.e. four real components, and an SU(Z) transformation,
which has three parameters. We can then use the gauge freedom to
eliminate three of the four components of ¢, writing it as

0
¢:(n+%x>’ (11.34)

where y is a real scalar field. It is convenient to introduce the matrices

1 1 . 9 0 1
0+:E (o —&—20):\/5(0 O) (11.35)

_ 1 1 .2 00
o :E (o —w)—x/ﬁ 1 O) (11.36)
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and the fields

1
:l: .
At = 7 (A}, £iA2) (11.37)
so that
a fAa _ _+ A— — A+ 3 43
O'A“—O' A#—&—U Aﬂ—i—a AM. (11.38)

Then, the covariant derivative becomes
0 g X\ [ V247
D.é— —id e X . 11.39
(i) () o
Recalling from the definition (11.37) that (A, )* = A}, we find
1 9 X\
D*e)Y (Do) = = 0" = =) A3rA3
(D"o)'( ;td)) 28 XOux + 4 (TH- \/§> n
2

2
9 X _
= 2o ) ATATH, 11.40
+2 (n+ ) A (11.40)
Apart from the standard kinetic term of the y field and from cubic and
quartic couplings between y and the gauge fields, we recognize a mass
term for A3,

1 g
§m§, = I"2 (11.41)
and, using
_ 1
AfA~r = §(A}LA1” + A% AP, (11.42)

we see that the term (g%/2)n>Af A~ # gives the same mass m4 to both
A}L and Ai or, equivalently, to their linear combinations Af Therefore
all three gauge bosons become massive, with a mass

=9

V2

In the Standard Model the situation is similar, but the gauge group
now is SU(2) x U(1). We have three gauge bosons Af, associated with
SU(2) and one gauge boson B, associated to U(1), and two different
gauge couplings, g for SU(2) and ¢’ for U(1). This means that on a field
in a generic representation the covariant derivative is

ma (11.43)

D, =8, —igT*A% —ig'SB, (11.44)

where T are the SU(2) generators in the representation of interest, and
S is the charge of the particle in question relative to the U(1) group, i.e
the parameter that labels the U(1) representation.

The Higgs boson ¢ is an SU(2) doublet (so that on it 7% = ¢%/2) and
is given the assignment S = 1/2.7 Therefore

/

oY L.
D¢ = (au —ig Al Z%BM> é. (11.45)

"Note that both components of the
doublet have the same assignment of
S. In general, on any SU(2) multiplet,
S is a constant times the unit matrix,
which means that S commutes with the
SU(2) generators, as it should be, since
the gauge group is the direct product of
SU(2) and U(1).
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The potential for the Higgs field is the same as in eq. (11.33) so that
again we can choose a gauge such that

0
¢=(n+%x). (11.46)

Computing (D*$)'D,,¢ using eq. (11.45) we find terms quadratic in the
gauge fields, of the form

1 1 _
177 (94} — g'By)(gA*" — g'BY) + Sg*n* ATAT ! (11.47)
It is convenient to introduce the notation

g=vVg%+g?, g/g = cos by , g'/g=sinfy  (11.48)

where 6y is the Weinberg angle. We also change notation, VVHjE = Af,
and we define

Z2 = AZ cos by — B, sinfyy . (11.49)
Then we see from eq. (11.47) that the Z boson gets a mass
1
myz = —gn (11.50)

V2

while the W-bosons get a mass

1
mwy = —gn. 11.51
w ﬁgﬁ ( )
The ratio of the W to Z mass is therefore given in terms of the Weinberg
angle, m
W cos Oy . (11.52)
mz

Instead, the other orthogonal combination of Ai and B,
A, = AJ siny + B, cos by (11.53)

remains massless and is therefore identified with the photon.

Summary of chapter

e SSB takes place when, rather than a single vacuum invariant under
the symmetry in question, we have a family of vacua which trans-
form among themselves under the action of the symmetry group.
The system will eventually settle into one of these vacua, and the
symmetry is spontaneously broken by this choice.

e If we have a quantum system with a finite number of degrees of
freedom there is in general an exponentially small, but nevertheless
finite, amplitude for tunneling between the different perturbative
vacua. The true vacuum will be a superposition of the perturbative
vacua which respects the symmetry, and therefore there is no SSB.
However, in a system with an infinite number of degrees of freedom,
as in QFT, the tunneling amplitude is zero because each degree of
freedom should tunnel, and therefore SSB is possible.
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e When a global symmetry is spontaneously broken, in the spectrum
of the theory there is a massless particle for each broken symme-
try generators. In particular, the pions are the Goldstone bosons
associated to the SSB of the axial SU(2) symmetry of QCD. They
would be exactly massless if the symmetry were exact. Since it is
only approximate, they are just lighter than the other hadrons.

e When a local symmetry is spontaneously broken, the gauge field
becomes massive and the would-be Goldstone boson is turned into
the third physical degree of freedom of the massive spin-1 gauge
field. This mechanism gives an effective mass to the photon in a
superconductor (which is at the origin of the Meissner effect) and
gives a mass to the gauge bosons W+ and Z° of the electroweak
theory.

Further reading

e For spontaneous symmetry breaking in gauge theo- (Weinberg), vol II, Chapters 19 and 21.
ries, a clear discussion is given for instance in Okun e For a discussion of pion dynamics and chiral La-
(1982), Chapter 20 and in Coleman (1985), Chap- grangians see Georgi (1984), Chapter 5, Coleman
ter 5. (1985), Chapter 2 and (Weinberg), vol II, Chap-
e An advanced discussion of SSB can be found in ter 19.
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Solutions to exercises

12.1 Chapter 1

(1.1)

(1.2)

(1.3)

Since photons are massless the only energy scale is provided by
kpT. Dimensionally, in units » = ¢ = 1, an energy density
is (mass)?, therefore the photon density must be p, ~ (kgT)*.
This gives p, in units (eV)*. Transforming to GeV/cm?® using
200MeV fm ~ 1 gives p,/p. ~ 5 x 107°. At the present epoch
of the Universe the energy density in photons, or more generally
in relativistic particles, is much smaller than in non-relativistic
matter.

A temperature T ~ 4.5 x 105 K corresponds to an energy kpT ~
388 eV (using kpT ~ 1/38.68 eV at T = 300 K). For a rela-
tivistic particle at the equilibrium temperature T, the average en-
ergy is E ~ 3kpT and therefore the average photon energy is
E, =0(1) keV. Since E, <« m. < my, we can use the Thompson
formula (1.16) for the scattering on electrons and the same formula,
with m, replaced by m,, for the scattering on protons. Therefore
o(yp — p) ~ 8ma®/(3m2). This is smaller than the ye — ~e
cross-section by a factor mZ/m?2 and therefore the contribution of
the protons to [ is negligible. Because of electric charge neutrality,
in our simplified model of the Sun the electron number density is
equal to the proton number density and is n = p/(me + mp) ~
p/m, ~ 0.8 x 10**cm™3. Inserting the numerical value for the
Thompson cross-section, o(ye — ve) ~ 6.65 x 10725 cm?, we find
[ >~ 1.8 cm. More accurate modeling of the Sun gives [ ~ 0.5 cm.
The photons therefore perform a random walk of step [ inside the
Sun. For a random walk in one dimension, after NV steps we have
(x?) = NI2. In three dimensions a radial distance Ry, is covered
in NV steps with R% = (1/3)NI? because, if we denote by x the
axis along which the photon finally escaped, not all steps have been
performed along the z direction. Rather in each step (z2+1y2%+ 22)
increases by [? , so (x?) effectively performs a random walk of step
12/3. Therefore we get an escape time ¢t = Nl/c = 3R2 /(lc) ~
3 x 104 yr.

For slow particles the largest length-scale is the De Broglie wave-
length A = 1/(mwv). For the neutron m ~ 939.56 MeV, so E =
(1/2)mv? ~ 1 MeV gives v ~ 0.046, A ~ 4.5 fm and 0 ~ A% ~ 0.7
barn.
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(2.1)

(2.3)

In the rest frame of the particle, ¥ = m and p = 0. Performing
a boost along a direction, say the z-axis, E and p = p* transform
as t and z in eq. (2.18), so after the boost E = mcoshn and
p = msinh7, and therefore (E + p)/(E — p) = €.

Performing a further boost with rapidity #’ in the same direction,
E — Ecoshn’ + psinhn’ and p — Esinhn’ + pcoshr/, so

(E coshn’ + psinhn’) + (Esinhn’ + pcoshn’)

e —
(E coshn’ + psinhn/) — (Esinhn’ + pcoshn’)
- (12.1)
E-p

A generic tensor TN without any symmetry properties, from
the point of view of angular momenta is the direct product of N
times the vector representation, 77 =1®1®...® 1, so it
contains spin up to j = N. Decomposing 7%~ in irreducible
representations, we must remove the traces and each pair of in-
dices must be symmetrized or antisymmetrized. When we remove
a trace two indices are contracted and we are left with a tensor
with two less indices, which can have only up to spin N —2. When
we antisymmetrize over two indices (i,j) we can then contract
with €% so we obtain a tensor with one less index, and maximum
spin N — 1. Therefore the spin IV in T% N can be neither in the
traces nor in the tensors in which some indices have been anti-
symmetrized, and must be in the totally symmetric and traceless
tensor.

Typical examples are for instance the quadrupole moment of a
mass distribution p(z) (or of a charge distribution),

Qi = / P p(o)(w'a — 35707 (12.2)

which is a spin-2 operator. A spin-3 operator is the octupole mo-
ment,

Ok — ik _ (6ilelk Lotk 4 5jkMill) 7 (12.3)

1
5
where the index [ is summed over and

Mk = /d?’x p(x)zizizh . (12.4)

Let 0 = 5}277213 and v* = fkoin. We verify that under boosts
1% and v* transform as appropriate for a contravariant four-vector.
We can always take the z-axis as the boost direction, and it is also
sufficient to consider an infinitesimal boost. Using eq. (2.60),

¢ — he" vp ~ hvr +neholvr,
¢holyr — he" o'vr ~nehur + holvr.  (12.5)
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(2.5)

Therefore v° — v +nv! and v! — nv® +v!, which is the infinites-

imal form of eq. (2.18). Observe that instead v = 5125“1&3 is not
a contravariant four-vector since, under the transformation (2.18),
70 — 9% — o' and ¥ — —no® + @', i.e. they mix with —n rather
than +7. For the left-handed spinors the transformation matrix
is exp{—n o' /2} instead of exp{+nc'/2}, and the situation is re-
versed: fzé“w 1, is a contravariant four-vector while fzal‘w L, is not.
We can also verify directly the transformation properties under
finite Lorentz transformation, using the identity

e = coshn + o' sinhn, (12.6)

which can be proved performing the Taylor expansion of the ex-
ponential and using the fact that (o!)? = 1.

Fro— AP AN FP, where A, = exp{f(i/Q)wag(Jaﬁ)”p} and
(J"‘ﬁ)“p is given by eq. (2.23), since the tensor representations are
obtained iterating on each index the transformation matrix of the
four-vector representation. Expanding to first order in wq,s and
performing the contractions,

OFM = wh ,FPY — ¥ FPH (12.7)
In terms of E and B,

E=-nxB+0xE,
B=4mxE+6xB. (12.8)

(i) Writing explicitly the six conditions A" = (1/2)e"P7 A,, we
find A%t = Ag3, A% = —Ay3, AP = Ay, A2 = Agg, AP = —Ag,
and A%3 = Ag;. With the Minkowski metric, the first condition
A% = Ay becomes A%' = A23 while the last conditions A2% = Ay,
becomes A% = —A% and together they give A1 = A2 = (.
Similarly for the other conditions, so in the Minkowski case we are
left with A*Y = 0.

(i) If instead we raise the indices with §** the conditions A% =
Asg and A?3 = Ag; are identical, so in total we have only three
independent conditions A% = A23 A%2 = — A3 and A% = A'2
Similarly an anti-self-dual tensor satisfies A%t = —A23 402 = A3
and A% = — A2,

For SO(4), €"*?? is an invariant tensor (as for SO(3,1), it fol-
lows from the condition det A = 1). Therefore, if the condition
AR = (1/2)e"P? A,, holds in a frame, it holds in all Lorentz-
transformed frames, so a self-dual tensor remains self-dual, and an
anti-self-dual tensor remains anti-self-dual. This means that self-
dual and anti-self-dual tensors are irreducible representations of
SO(4), and that in Euclidean space a six-dimensional real antisym-
metric tensor A*Y decomposes into its self-dual and anti-self-dual
parts.



(iii) With the Minkowski metric the conditions A%! = iAs3 and
A% = Ay become A% = §A%3 and A%% = —i A% and therefore are
identical, and similarly for the other conditions, so we are left with
three independent conditions, A% = 423, A0 = —jA13 A% =
iA12. The duality conditions are Lorentz-invariant so self-dual and
anti-self-dual tensors are irreducible representations of SO(3,1).
However, the Minkowskian duality conditions make sense only if
AP is complex, so it can be used only to decompose a tensor
AFY with six independent complexr components into its self-dual
and anti-self-dual parts, each with three complex components, i.e.
each with six real degrees of freedom. Since under parity e#*?? is a
pseudotensor, a parity transformation exchanges the self-dual and
anti-self-dual parts. Comparison with the classification of Lorentz
representations in terms of the (j_,jt) quantum numbers show
that they are the (0,1) and (1, 0) representations. Observe that
these representations have complexr dimension three.

(iv) In terms of the electric and magnetic fields E?, B® and of the
variables a’, = (=1/2)(E* +iB"), a". = (=1/2)(E* — iB") we can
write F* = FI"” + F' with

0 -E' —-E? -FE3
E! 0 -B* B?

Hr
E? B3 0 -B! ’
E3 -B* B! 0
(12.9)
0 al a’ ad
e *ali 0 :FZCLL:)L :l:ZCLi
+ = 2

—a% +iad 0 Fidl
—a}  Fiai Fial 0

The six independent real components of F'#¥ have been written in
terms of the three complex components af,r of the self-dual tensor
F!*”, and of their complex conjugate a’ which are the components
of the anti-self-dual tensor F'*”. This is not a decomposition into
representations of smaller dimensions. We have just rewritten a
six-dimensional real representation in terms of a three-dimensional
complex representation. Under a general Lorentz transformations
the three components of E? and the three components of B mix
between themselves, so a real antisymmetric tensor is an irre-
ducible representation of real dimension six.

(i) In the (z,y) plane, e* = (1,0) — (cos@,sind), e* = (0,1) —
(—sin®,cosf), et — eT¥e® so from eq. (2.131) et has helicity
h = +1 and e~ has h = —1. According to the discussion in
Section 2.7, this means that electromagnetic waves are made of
massless spin-1 particles, the photons.

et

(ii) The transformation of the tensor A% under rotations in the
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(z,y) plane is kY — R¥*RI'A¥ ie. h — RhRT, with

[ hy  hx _( cosf) —sind
o ( hy —hy > » R= ( sinf  cosf ) ‘ (12.10)

Performing the matrix multiplication we find

hx — hx cos26 4+ hy sin 26,
hy — —hy sin26 + hy cos 26 (12.11)

and therefore (hy £ ih,) — €T (hy 4 ih, ) which, according to
eq. (2.131), means that they have helicities +2.

12.3 Chapter 3

(3.1)

(3.2)

(3.3)

The dimensions are read from the kinetic terms. For a scalar
(0,¢)? must have dimensions (mass)? to compensate the factor
d*z. Since 8, ~ mass, it follows that ¢ has dimensions of mass.
Similarly A, ~ (mass) and ¢ ~ (mass)®/2. In d space-time dimen-
sions ¢ ~ A, ~ (mass)( @21 while 1) ~ (mass)@~1/2,
Consider first uz,. Under a boost of rapidity n along the z axis we
have (see eq. (2.59)) ur, — exp{—no3/2}ur. Use the identity
exp {no E} :coshMJrf]oasinhM. (12.12)
2 2 2
Inverting tanhn = v we get e? = (1 +v)/(1 — v). From this
verify that cosh(n/2) = (EQ'*'—mm)l/2 and therefore sinh(|n|/2) =

1/2 . .
(EQ_TZ") . Pay attention to the fact that, in order to transform a
particle at rest into a particle moving with velocity 4+v, we must

perform a boost with velocity —v. Then verify that in the boosted

frame
uL:% {\/E—I—m—US\/E—m}f. (12.13)

Finally verify that, for a particle moving along the z axis,

L VErm-t (\/E—I—p?’i\/E—p?’) , (12.14)
V2 2

and therefore eq. (3.103) is recovered. For up, under boost ugp —
exp{+n03/2}ur and therefore the result is recovered with the re-
placement p® — —p3.

(i) dy must be equal to 1, i.e. to the mass dimensions of ¢. Then
D¢ /0xH — 0¢' /0’ = e720¢/0z" and (0¢)? cancels the factor
e*® coming from d*z. The current is

i = (642" ,0)00 — S140,60°6.  (12.15)

(i) ¢? — e~2%¢? so d*z ¢? is not invariant, while d*z ¢* is invari-
ant. Dilatations are a classical symmetry when there is no intrinsic
mass-scale, so they are broken by a mass term but not by a term
A¢* since X is dimensionless.



(3.4)

(3.6)

(i) da = 1,dy = 3/2. (ii) From the Noether theorem (and elimi-
nating terms that vanish upon use of the equations of motion)

L v 1 v,z 3 s
b= (551F2 — F*9,A,) + a¥pin" 0,0 + 51/”7#1/} —FrA,.

(12.16)
After some algebra, this can be rewritten as
3
i = G 2T, = Op(FHPar A,) (12.17)
where
1 _
™", = JgZFZ — FMF,, + " (i0, — eA, ), (12.18)

and j* = 1)y is the U(1) current. Since j* is conserved by itself,
we can redefine the dilatation current subtracting it. Furthermore,
the term 0,(F*Px” A, ) does not contribute to the charge since its
© = 0 component is a total spatial derivative, and also it is sepa-
rately conserved, so we subtract it, too, from the definition of j%,.
Then j% = z¥T*, and 8,54, = 2”9, T", + T*,. The term 9,T",
vanishes because the energy—momentum tensor is conserved, while,
from the above equation, T#, = 157“(2’0“ —eA,)Y = 0 using the
massless Dirac equation.

(iii) Upon use of the equations of motion of the massive theory, j7,
happens to have the same form as in the massless case. However,
again using the equations of motion of the massive theory, now

Oujly =T",, = myyp. (12.19)

The invariance under dilatations is broken if the trace of the energy—
momentum tensor is non-vanishing.
The two Lagrangians differ by a total derivative,

£ = L (i/2)0,(07"0). (12.20)

With £, we find TH = ipy*9¥1p. With £/, we find T = TH —
(1/2)0"j* with j# = sy, The extra term (—i/2)9"j* does
not spoil 9,T"” = 0 because 9,5 = 0. The conserved charges
PV differ by a term proportional to [ d3z 0”j°. However this is
zero because, if v is a spatial index, it is a spatial derivative and
then the spatial integral vanishes, assuming as always a sufficiently
fast decrease of the fields at infinity. If instead v = 0 we use
0gj? = —0;j° so we get again a spatial divergence. Therefore the
four-momentum computed with T#" and with 7'*" is the same.
We denote (t,x) by x. Then the five-dimensional field is ¢(x,y).
We impose the boundary condition that ¢(x,+R/2) = 0, corre-
sponding to the fact that the field vanishes at the boundary of
space-time. The mode expansion compatible with these boundary
conditions is

Bz, y) = i (@) c5 (”—g) : (12.21)

n=1

12.3  Chapter 8 271



272  Solutions to exercises

where cs(nmy/R) is cos(nmy/R) if n is odd and sin(nwy/R) if n is
even. We therefore have an infinite set of four-dimensional fields
én(x). The fact ¢(x,y) satisfies (05 + m?)¢ = 0 implies that the
fields ¢, (x) satisfy

O+ m2+ (%)2} dn(z) =0 (12.22)

and therefore each ¢, (z), with n = 1,..., 00, describes a four-
dimensional particle with mass m,, given by m2 = m? + (n7/R)%.
This set of particles is called a Kaluza—Klein (KK) tower. In par-
ticular, if the five-dimensional mass m = 0, then m,, = nw/R and
the KK modes are equally spaced. Therefore the existence of an
extra dimension of size R should manifest itself with the presence
of new particles at an energy scale O(w/R). Since no such particle
is observed up to present accelerator energies E of order of a few
hundreds GeV, we conclude from this that R < 7/(500GeV) ~
10716 cm.

There is however a subtle way out of this limit. It is in principle
possible (and indeed it is suggested by some theoretical considera-
tions based on string theory) that the extra dimensions are not ac-
cessible to particles with the usual weak, electromagnetic or strong
interaction, and that only gravity can propagate in the extra di-
mensions. In this case we can have a large R. The resulting KK
modes would be light, but they would not be observed at acceler-
ators because they interact too weakly. A limit on R would come
from modifications of Newton’s law of gravitation. Newton’s law is
well verified experimentally only down to the millimeter scale (be-
low it is difficult to measure the gravitational force between two
objects, because it is overwhelmed by the van der Waals forces).
Therefore, the bound on extra dimensions in which only gravity
can propagate is of order R < 1 mm (see N. Arkani-Hamed, S. Di-
mopoulos and G. R. Dvali, Phys. Rev. D59 (1999) 086004).

12.4 Chapter 4

(4.1) (i) The exchange of coordinates gives a factor (—1)L, while the

relative intrinsic parity of a fermion and an antifermion is —1, so
in total we have (—1)X*1. (ii) Consider e* as two charge state of
the same particle, exchanged by C. Because of Fermi—Dirac statis-
tics, the exchange of two identical fermions gives a minus sign. On
the other hand, this exchange is performed applying the charge
conjugation operator (which gives a factor C'), exchanging the co-
ordinates (which gives (—1)¥) and exchanging the spin. The spin
exchange gives (—1)°*1, i.e. the singlet state S = 0 has an anti-
symmetric spin wave function, while S = 1 has a symmetric spin
wave function. Therefore C(—1)L (=1)t1 = —1, and it follows
that C = (—1)%*5. (iii) The ground state of para-positronium has



(4.3)

(4.4)

(4.5)

L =0,5 = 0 and therefore C = +1. Since the photon has C = —1,
and QED conserves C| it can only decay into an even number of
photons.

Perform a boost along the z axis. Since the transverse components
p. of the momentum are not affected, (5(2)(p 1 — k) is invariant
and we must consider only Ep,d(p. — k). Use the form of the
Lorentz transformation of Ep,p, together with the property of
the Dirac delta 6(f(x)) = é(x — x0)/|f'(x0)| (valid when z¢ is the
only solution of f(z) = 0).

Use the fact that ¥ and U* anticommute at equal time, and the
fact that the transpose of v# can be written as (y#)T = 49y#40,
as one verifies from the explicit expression of the v matrices.

(i) The mass term breaks gauge-invariance. The Euler-Lagrange
equation is 9, F*+m?A” = 0. Acting with 9,, using 9,9, F"" =0
and m # 0, gives 9,A4” = 0. Using this condition, 9,F*" =
0, 0" A¥ —0,,0, A" reduces to OA" and therefore GMF‘“’—i—mQA” =0
becomes (0 +m?)A* = 0. (ii) The expansion of A, in plane waves
is as in eq. (4.104). However now the condition (O + m?)A4* = 0
imposes p* = m?, while 9,A4” = 0 gives ¢,p" = 0. Therefore
there are three independent solutions for the polarization vectors
€u. Since all our equations are explicitly Lorentz covariant, we
can study the particle content of the theory in the frame that
we prefer and, since m # 0, we can choose the rest frame of the
particle. In this frame p = (m,0,0,0) and the three independent
orthogonal polarization vectors are ¢! = (0,1,0,0), ¢ = (0,0,1,0)
and €3 = (0,0,0,1); they describe the three spin degrees of freedom
of a massive vector field.

(i) Acting on a generic multiparticle state |p1,...,pn) we have

(2Bp)?e "M alp1,...,pn) (12.23)
= e_ﬂH‘p7p17 LRI 7pn>
=exp{—B(Ep + Ep, + ...+ Ep,)}P,P1,- ., Pn) -
On the other hand,

(2Bp)'?ale ) |py L py) (12.24)
= (2Ep )1/2QL67B(EP1 +...4+Ep, +Ep) |p17 e pn>

:exp{fﬁ(Ep +Ep1 ++E n)}|p7p17"'7pn>a

so the two expressions coincide on the most general state of the
Fock space. An alternative derivation is obtained defining

£(B) = e PHal, — al, e PUHTFe) (12.25)
Clearly, f(0) = 0. Show that [H, aL} = E, aL, and using this

check that f'(8) = —H f(3). The solution of this equation, with
the boundary condition f(0) =0, is f(8) = 0.
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(ii) Using the above result and the cyclic property of the trace,
Tr (eiﬁHaLaq) ="Tr (aLe*ﬁ(H+EP)aq)
=Tt (e—ﬂ(H+EP>aqaL) (12.26)

= v (7P (ahaq + [ag, ab) -

Dividing by Tre #H,
<al,aq>5 = e (aLaqM +e e 2m)*@(p —q).  (12.27)

Solving for (ai,aqm we get the desired result. When p = q, in a
finite volume, use eq. (4.7).

(iii) If a;.[, and aq obey anticommutation relations, in the last
passage in eq. (12.26) aqaL is replaced by faLaq + {aq,aL} =
—afaq + (27)*6®) (p — q) and therefore

(ahaq)s = —e PP lafaq)s + e 7P (21)°5P (p —q), (12.28)

SO

Vv

<aLaq>g = m . (1229)

(4.6) (i) The volume of the phase space is V(4/3)7p%. Each cell has a

volume h® = (27) (in our units A = 1) and in each cell, by the
exclusion principle, we can accommodate two electrons, with spin
up and spin down. (ii) When |p| < pp, ap s destroys a particle
which is present in |0) g, so in this case ap s|0) p # 0. The fact that
Ap s and AL s satisfy the canonical anticommutation relations fol-
lows easily from the identities 6(z)0(x) = 0(x), 0(x)0(—x) = 0 and
0(x)+6(—x) = 1 satisfied by the step function. The operator AL o
acting on |0) p, creates an electron above the Fermi surface or de-
stroys an electron in the “filled Fermi sea”. The latter process can
be described as the creation of a “hole” in the Fermi sea, and the
excitation of an electron from a level below pr to a level above pg
can be described as the creation of an electron—hole pair. (iii) For
instance,

{Ap )89 AI; ,'r'} = Qp a;; {ap )89 a:rq,r} + Bp ﬁé {aip ,—8> a—q,—r}
= (lap >+ 18p ) (2m)*6@ (p — q)dre.  (12.30)

All other relations are proved similarly. (iv)

AL Ap = |ap |2aL ap + |Bp |*ap aL — ap By apap — o, Bp aLaL .
(12.31)
The terms apap and aLaL have a vanishing diagonal matrix ele-
ment. Use |ap |2 = 1+|Bp |? (since we are now considering bosons)
and, in a unit volume, ap aL = aI, ap + 1.
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(5.1)

Using (O, +m?)é(x) = 0 and the relations 9;0(t) = §(t), 0,0(—t) =
—4&(t) (and therefore 926(t) = §'(t), 920(—t) = —&'(t)) we find

(T +m?) [0(£){0]¢(2)$(0)[0) + 6(~1)(0|6(0)¢()|0)]
= 0'(t){0l[6(x), #(0)]]0) + 26(£)(0][0: (), ¢(0)]]0) . (12.32)

By definition of distributions, ¢’(¢) is defined integrating by parts,
so 8/ (t)p(x) = —d(t)0ep(x). Since 6(t) has support only at t = 0,
the commutator [0;¢(x), ¢(0)] above must be computed at equal
time, and then [9:6(2), #(0)] = —id®)(x), so we get the desired
result. The derivation with ¢(y) (here we set y = 0) replaced
by &(y1) ... ¢(yn) is obtained similarly, writing explicitly all theta
functions.

In momentum space we find (—p? + m?)D(p) = —i. Formally this
gives D(p) = i/(p> — m?), and therefore

— d4p i —ipx
D(z) = / n) 2= e . (12.33)
However, the integrand has two poles at p® = +£+/p2 + m?2, and
therefore we must also specify how to go around these poles in
the complex p° plane. For each pole we can go above or below it.
After specifying a prescription, we can then compute the integral
over p?,

i .0
dp’ ——————— Pt 12.34
[ (1231)
If ¢t > 0 we can close the contom; in the lower half plane since, when
p? = —iu with © > 0 then e~ = ¢=% which for ¢ > 0 provides

a convergence factor in the integral. Conversely, when ¢t < 0 we
can close the contour in the upper half plane. If we go around both
poles from below, then when ¢ > 0 (i.e. when we close the contour
in the lower half plane) we encircle no pole (see Fig. 12.1), so
the integral vanishes. Therefore, with this prescription, D(t,x) =
0 for ¢ > 0, and D(x) is called an advanced Green’s function.
Conversely, if we go around both poles from above we find that
D(t,x) = 0 for t < 0, and we have a retarded Green’s function.
The Feynman propagator corresponds to a mixed case, see Fig. 5.1.
n(d —2) < 2d. Observe that in d = 2 the field ¢ is dimensionless
and a term A¢" is renormalizable by power counting for every n,
so we can take an arbitrary function V(¢) as the potential.

The main point is to understand that, in the Wick theorem, we
must omit the contractions between fields inside a normal ordered
term. For instance, the O(\) contribution to the mass renormal-
ization, in the theory with interaction (\/4!) : ¢* :, is proportional
to (0|T{é(x1)p(x2) : ¢*(z) :}|0). From the point of view of the
combinatorics of the Wick theorem, ¢ =: ¢*(z) : can be treated
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mo

Fig. 12.1 The case when the poles
in the complex p°-plane are both en-
circled from below, corresponding to
an advanced Green’s function.
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just as a single field, so for instance

T{p1920(x)} = : prp20p(x) : +D12¢p() (12.35)
+(0|T{p10(2) }|0) p2 + (O|T{p2p(x) }|0) ¢1 .

Using (0|T{¢;p(x)}|0) = 0 (since it is odd under ¢ — —¢) one
finds

T{p12: ¢* :} =: p1¢2¢* : + D12 : 9?1, (12.36)

and therefore (0|T{¢(z1)d(z2) : ¢*(x) :}|0) = 0, so there is no
mass renormalization at O(\). Alternatively, one can write : ¢*(z) :
=: ¢(a3)p(x4)p(x5)p(x6) : (letting x5 = x4 = x5 = 16 = x at the
end of the calculation) and use eq. (5.85) to express : ¢3P40506
as T{p3p1¢50¢} minus the contraction terms, so in turn

T{ 102 : Pp3P4P506 :+ = T{P1d20304050p6} — (contractions) .
(12.37)

One can now check explicitly that the “—(contractions)” term
above cancel the terms in T'{¢; ... ¢¢} where we have contractions
between ¢;¢; with i,j = 3,4,5, 6.

In general, one can understand from this example that the intro-
duction of the normal ordering in the interaction term eliminates
the tadpole graphs.

“

Setting u = 1/as, eq. (5.194) becomes
du bl
— = —. 12.38
dlog B ot U ( )

(i) Neglecting the term ~ by, the solution is u(E) = u(u) +
bolog(E/p). Substituting g = Aqcp exp{1l/[boa(p)]}, we find
u = bolog(E/Aqcp). (ii) We can solve perturbatively inserting
the lowest-order solution into the term ~ b;. The equation then

becomes du by

dlosE _ ° "V bolog(E/Aqon) |
The solution is u(E) = bg log(E/Aqcp)+(b1/bo) loglog(E/Aqep),
where we have redefined Aqcp at two loops so that the integration
constant vanishes.

(12.39)

12.6 Chapter 6

(6.1)

(6.2)

Use t = (p1 — p3)? = m? +m3 — 2E1E5 + 2|p1||ps| cos#. Since
|ps| and E3 are fixed by energy—momentum conservation, we have
dt = 2|p1||ps|dcosé. Inserting this into eq. (6.43) (with p1 = p,
ps = p’), integrating over d¢ and using eq. (6.42) we get the
desired result.

Equation (6.132) is obtained performing a Lorentz boost with ve-
locity —ve. Since E’,p’ are fixed by energy—momentum conser-
vation, only 6 is a variable and eq. (6.133) follows. Then d) =



(6.4)

(6.5)

dcosfdgp = 2wdFEan /(72v2|p’]). Inserting this into eq. (6.41) gives
the result. The kinematical limits are obtained setting cosf = £1
in eq. (6.132).
(i) In eq. (6.41) set /s >~ M 4 (since M4 > w) and, for the photon,
|p’| = w. (ii) Denoting by My, the matrix element with normal-
ization for the atom equal to one particle in a volume V = 1,
Mfi = \/QMA\/QMA*M]% ~ QMAMfi (since MA* — MA =w KL
M,). Using the phase space found above, eq. (6.20) gives
1 w

dr = I (2MA)? | M i —~— E=IT dQ). (12.40)
M 4 cancels and we get the desired result. (iii) Use eq. (6.43) with
s = M% and Mﬁ = QMAMfi.
Denoting by k1, k2, p the four-momenta in the CM of the photons
and of the final atom, respectively, we have

1 1 dgkl dskg d3p

do® = —
2! (2m)% 2wy 2w 2My

(P +ki+ka)d(w—wi —ws).

(12.41)
The factor 1/2! takes into account the fact that the two photons
are identical particles. Integrating over d®p and using the notation
EA* — EA = Ww,

3) wldwldﬁlwgdwngg
o = Grpl6a, W @i w)
1
= m w1 (w — wl)dwldﬁldﬁg . (12.42)

Finally, to compute dI' use My; = 2M4My;, as in the previous
exercise.

Writing explicitly d®() and d®™—i+1) the right-hand side of
eq. (6.140) becomes

z:l
n dSpi dgq .
X H (271')32Ei (27r)32q0 (277') (5( )(pj-‘rl + ...+ pntqg— P) )
i=j+1

The first Dirac delta forces ¢ = p1 + ... + p;. Inserting this into
the second Dirac delta, we can rewrite the above expression as

/O Kﬁ zgszE ) 2m)*6 W (p1+... +pn— P)

=1
dgq 4¢(4)
xm(zw) W1 +...+p;—q). (12.44)

Now use the identity
d3

5 = A0 =)o), (12.45)
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Fig. 12.2 A graphical representa-
tion of the decomposition of the
phase space given in eq. (6.140).

LObserve that, if instead of an in-
teraction term g¢1¢p2® with two
different fields ¢1,¢2, we were to
take a single ¢ field, with interaction
Lagrangian g¢2®, there would be
an additional factor of two in the
amplitude, because when we compute
(O[T {62 (2)()¢? () ®(y) }0) there are
two possible contractions: we can con-
tract the first ¢(x) with the first ¢(y)
(and therefore the second ¢(z) with
the second ¢(y)) or the first ¢(x) with
the second ¢(y). If instead we have
(OIT{ 61 ()2 (2) ()1 (1) () @ (1)}10)
and a Lagrangian whose kinetic term
does not mix ¢1 and ¢2, we can only
contract ¢1(z) with ¢1(y) and ¢2(z)
with ¢2(y).

which follows from the fact that, by definition, u? = ¢2 — q?, and

the @ function selects ¢° = ++/q2 + u? as solutions of ¢ — u? = 0.
Then the above expression becomes

<ﬁ 32E ) @) 5D (p1 + ... +pn— P) (12.46)

/ /ww&q—u»mow@@rw“+m~ﬂw

The last two integrals give

/fW@me+~+wf®/ 426(q> — %)
0

= /d4q 0(¢°)0 D (py + ...+ pj—q) =1, (12.47)

and the desired result follows. Diagrammatically, we can represent
eq. (6.140) as in Fig. 12.2, so this representation of the phase space
is useful to discuss a process in which the n-body decay of the
initial particle goes through a resonance of mass p which later
decays into j particles.

(i) Denoting by p the external momentum and by ¢ and p — ¢ the
momenta in the loop, the graph gives!

) ) d*q i i
iM = (—ig) / (27r)4 @ —m?+ie (q—p)? —m? +ic :

(12.48)

In the rest frame of the initial particle, p = (Mg,0), where Mg
is the (renormalized) mass of ®. Then the poles in the integrand
are at ¢0 = Eq — e, ¢ = —Eq + ie, ¢ = Mg + Eq — i€ and
¢° = Mg — Eq + ie, where Eq = +1/q? +m?2. In the complex
O_plane we can close the integration contour both in the lower
or in the upper half-plane. Choosing for instance the lower-half
plane, we pick the residues of the poles at ¢° = Eq —ie and at
¢° = Mg + Eq — i€, and we get

M / d? 1 1 N 1
=Y | (2n)® 2MpEq \Mp — 2Eq +ic | Mg+ 2Eq —ic)
(12.49)

In the second fraction we can set ¢ = 0 since the denominator
never vanishes. In the first we use the identity

1
T+ e

1
= P= Finé(z), (12.50)
X

where P denotes the principal part. Then we get an imaginary
contribution to M,

d3q 1
I = 1g? —— §(Mpr —2E,). 12.51
mM =mg /(27r)3 QMREq(S( R q) ( 5)
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Since Eq = \/q2?+m? > m, when Mr < 2m the Dirac delta is
never satisfied, and the imaginary part vanishes. Instead, when
Mpr > 2m, performing the integral with the help of the delta
function gives
g2 4Am2

ImM = =4 /1 AT (12.52)
(ii) In Section 5.5.2 we have seen that the one-loop correction to the
propagator produces a shift of the mass squared (see egs. (5.108)
and (5.112), and observe that the loop correction to the propa-
gator, denoted here by <M, is the quantity denoted as —iB in
eq. (5.108), so B =—M), so

M? — M? — M = M? — ReM — i ImM. (12.53)

The renormalized mass is given by M3 = M? — ReM, and the
quantity that appears in the denominator of the propagator, after
inclusion of loop corrections, is therefore M? = M3 — iImM. On
the other hand, from eq. (6.52), M? = M3 —iMgI'. Therefore we
expect that MgI" = ImM.

(iii) To verify this, we compute T" explicitly. The amplitude for
the process & — ¢1¢2 is (—g) and therefore, using the phase space
(6.35),

p- 1 Am? (12.54)
= 205 9" 3271'2 M2 1677MR MR

Comparing with eq. (12.52) we see that indeed Mg’ = ImM.
Observe that in this theory g has dimensions of mass, so I' has the
correct dimensions.

12.7 Chapter 7

(7.1) (i) See Fig. 12.3. (ii) If s1, so are the initial spins and A1, A2 the
final helicities,
1

Z Z |Me+e ~>2’Y| - —TI' [(ﬂl + mg)LMV(% mE)LLV] _<—m

81,82,A1,A2

(12.55)
where p; is the momentum of the electron, ps of the positron, ky, ko

of the two photons, and
LW — ,Y;L 1 ,,Yy + "YV 1 ,Yu ) (1256) \
Y= K —me P — My —me
e

In the limit p — 0, after long but straightforward algebra, the
computation of the trace gives Fig. 12.3 The two Feynman dia-
1 grams for ete™ — vy to lowest or-

1 > [ Metem oy [* = 32077 (12.57) der.

81,82,A1,A2
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To simplify the algebra, work directly in the CM, in the limit
p — 0 (so that the photon energies are w3 = ws ~ m,) and
contract the v matrices with repeated indices. For instance, using

Y = (v0)? = 32, (74)? = 4, one finds
NV = ({0 1) = M) = 20t — 4y = —297. (12.58)

In this way one can prove the useful identities

Vil = 24, AABy, = AAB), ARGy, = -20B4.
(12.59)
Use also the cyclic property of the trace to bring closer v matrices
with repeated indices.
(iii) In the CM (considering for generality two particles with dif-
ferent masses my,mo), p1 = (E1,p), p2 = (F2,—p), and

I = (p1p2)2 - m%m%

=(E1Ey+p?)? — (BEf —p?)(E; —p?)
=p?(E1 + E2)*. (12.60)
Therefore
I=[p|(Ei+E) = EiBalp| (= + —
=P 1 2) = L1L2|P By B,
= E1Es(|vi] + |va]), (12.61)

where v1, vy are the respective velocities in the CM. The relative
velocity has modulus v = |v1|+ |vz|, so I = E1 Eqv. The result for
o then follows from the general formula (6.29), using eq. (12.57)
and two-body phase space (6.35) with m = 0.

(i) From Exercise 4.1 we know that an eTe™ pair can annihilate
into two photons only if it has S = 0; since we are considering a
bound state with L = 0, then also J = 0. Alternatively, the result
follows from the fact that a two-photon state cannot have J = 1,
see Landau and Lifshitz, vol. IV (1982), Section 9 for the proof.
Equation (7.70) then follows from

=710+ > o=V (12.62)
J.,=—1,0,1

and /=1 = 0. (ii) Equations (7.72) and (7.73) follow immedi-
ately from eq. (6.8), with V' = 1. (iii):

3 3
(27y|Pos) = / (C;:)lg (C;:)QS (2v|p1, p2) (P1, P2|Pos) . (12.63)

In the CM,

(p1. p2[Pos) = (2m)°6") (p1 + p2)¢(p1) (12.64)
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where 1/3(p) is the wave function of positronium in momentum
space, SO
d3p ~
@fpos) = [ SL@lp.-p)ie). (1269
(2)
(iv) From the order-of-magnitude estimates in the Introduction
we know that in the hydrogen atom v ~ « and |p| ~ m.a (for
positronium m,. becomes the reduced mass m./2). Then, to lowest
order in «, in eq. (7.74) we can approximate (2v|p,—p) with its
value at p <« m. and extract it from the integral. The remaining
integral is ¢(x) at x = 0. Equation (7.76) then follows from
egs. (7.72) and (7.73), recalling that only J = 0 contributes.
(v) The agreement is at the level of 0.5%. Including the first
radiative correction, the theoretical prediction turns out to be

1 5 a w2
I'= §m30[ |:1 — ; <5 - Z):| (1266)

and agrees with experiment, within the error (see D.W. Gidley et
al., Phys. Rev. Lett. 49 (1982) 525).

12.8 Chapter 8

(8.1) (i) Compare with Solved Problem 7.2 on page 188. (ii) The max-
imum value of ¢? is ¢2,. = (my, —mp)? ~ (1.3MeV)? (see e.g.
Solved Problem 6.1). The typical scale of variation of the form
factors is instead of order of the QCD scale, s0 gtypical ~ a few
hundred MeV. (iii):

Grcosfco _ _
Myi = *FT%V“(I =7 sty (1 = gay°)un . (12.67)

Averaging over the initial spin and summing over the final spins,
G% cos? Oc
2
< Te[(#, + mp)yu(1 = ga7°)

Tr[(#, + me)v* (1 = ") b (1 +7°)7"]

%n + Mn
2

Mpil* =

(1+ga7°)7"].

(12.68)
Performing the traces,

[Myil? =16 GF cos® c[(1 + ga)? (pepp) (DoDn) (12.69)
+(1 = ga)*(Pepn) (Popp) — (1 = g23)mpmin(peps)] -

We next compute the scalar products in the neutron rest frame,
Pn = (Mg, 0). Observe that the maximum proton energy is

2 2 _ 2 2 2
m;, +my —m A% —m?

By = S =my,+ , (12.70)

2m, 2m,

with A = m,, — my. Since (A% —m2)/(2m,) ~ 10~* MeV, we
can neglect it with respect to m, ~ 10 MeV and, in the scalar
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dr
dE,

m@ EE A

Fig. 12.4 The Fermi spectrum of (-
decay.

products, we can set the proton energy F, to the fixed value £, ~
myp. For the same reason, we can write (pepp) = EcEp — Pe-Pp =
E.m,, since |pp| < mp. With this and similar approximations in
the other scalar products,

|Mi|* = 16 G% cos? Ocmymy, (12.71)
x[(1+3¢4)E.Ey + (1 — %)/ E2 — m2 Ej cos 0] ,

where 6 is the angle between the electron and the antineutrino.
The width is given by
1 d? d3p. d3py
T = — | M[? P2 D D
2my, (2m)32m,, (2m)32E, (27)32E;

X (271')46(3) (Pp + Pe + P5)0(mp + Ec + Ez —my,) .

(12.72)

Integrate first over d®p, with the help of the 53, Write d3p. =
Anp2dp. and d3py = 2nE2dEyd cosf. Integrate over dE; with the
help of the remaining Dirac delta and finally perform the integra-
tion over dcosf, between cosf = +1. The term linear in cosf in
|M fi|2 integrates to zero and the constant part gives the desired
result.
(iv) The kinematical limits on E, are E™" = m, and

ma My hme A -mE g

max __
EST = 2m 2m
n n

The spectrum is shown in Fig. 12.4. When m, =0, at F, ~ A we
have dI'/dE. ~ (A — E.)? and therefore the slope of the spectrum,
d?’T'/dE?, goes to zero as E. — A. For a small non-zero value of
m, we can use the same expression for the matrix element and
take into account m, # 0 just in the phase space. The result is
that now the slope diverges (dI'/dE? — —o0) at the end-point of
the spectrum.

(v) Integrating over E.,

2 AB 2 1
F:M(l+3gi)/ drx(l —z)* /22 — (me/A)2.
273 me/A

(12.74)

If me = 0 the integral can be computed analytically, and is equal

to 1/30. For the physical values of m., A, numerical integration
gives 0.472565/30, and

G2.A5 cos? O

I = 0.472565 —L
6073

Inserting the numerical values, we get a result for 7 = 1/T" larger
by about 8% than the experimental value. A more accurate com-
putation requires us to keep all six form factors. Furthermore, an
important correction comes from the exchange of photons between
the electron and the proton; these Coulomb corrections between fi-
nal states are large when, as in the present case, the relative speed
of the final charged particles is small.

(1+39%). (12.75)
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(8.2) (i) Using the same considerations as in Solved Problem 7.2, the
most general parametrization of a vector current is

(e 7(0) ™) = fila®)uev uu+ fo(q®) o™ quu + f3(q%) g ey, .
(12.76)

Imposing current conservation gives

qu(fi (q2)ﬂe7”uu+fg(q2)ﬂea“”qyuu+f3(q2)q“ﬂeuu) =0. (12.77)

In the first term we use the equations of motion together with
q = k—p, where p and k are the electron and muon four-momenta,
respectively. This gives tieq,v"u, = (Mmy—me)tUeu,. In the second
term 0#”q,q,, = 0 by symmetry, so we get

f1(@®)(my — me) + ¢ f3(q°) = 0. (12.78)

Setting ¢? = 0 (which is the value of ¢? in which we are interested,
since the photon is on-shell) we find that f1(0) = 0.
(ii) The amplitude is obtained multiplying by €, Since e;(q)q“ =
0, only the term ~ f»(0) survives.
(i)

(Myil* =

62

2
amg,

|y |2 €€p Qo (o™ uy) (W07 ue) . (12.79)

Perform the sum over the photon polarizations using €;,€, — —17,.
To perform the sum over the spin of e~ and the average over the
spin of u~ one could replace here uctte — Y+me and u, b, — (K+
my,)/2. The resulting trace apparently has up to six v matrices but
can be simplified using the v matrix identities given in eq. (12.59).
However, the calculation is much simpler if instead we eliminate
immediately o/ from | M y;|? using the Gordon identity, eq. (7.51);
then we get

62

2
8mu

XTr [(]9/+ me)(QM - mfyu)(k‘('i' mlt)(Q;L - m'}/u)] s

with @ = p+ k and m = m. + m,. Computing the trace and the
resulting scalar products (we need only 2(pk) = m? +m2,),

IMyil> = | Fy|? (12.80)

2
S P (m3, = m2)?, (12.81)
"

IMyil? =

and the result for I' follows immediately. The resulting bound on
|Fo| is |F] <1 x 10713,

Supersymmetric extensions of the SM predict a non-zero decay rate
for uy= — e, at a level not far from the experimental bound.
Actually, in this case the effective current j, that mediates the
transition has a structure V — A rather than a pure vector current
as we have taken in this exercise. The modification to the calcu-
lation amounts simply to the insertion of a projector (1 —~°)/2
between . and u,,.
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(8.3) (i) From the form of the Lagrangian, we see that the amplitude
is proportional to Gp and therefore 0 ~ G%. Since G is the
inverse of a mass squared, and the only other energy scale is the
CM energy +/s, for dimensional reasons we must have o ~ G%s.
(ii) The amplitude is M = My + My with

My = _%[%w(l —7)ellEr (1 ="l (12.82)

Mz = %[ﬁew(l =" vellaz ey (1 = ")e + az ey (1 ++%)e)]

with as, as given in eq. (8.19); we already set a; = 1/2, and we took
into account that the term jg 49# produces two equal contributions
to the process, one in which the neutrino current is provided by
the first j2 (and therefore the electron current by the second) and
one in which the neutrino current is provided by the second factor
jOH. At a fundamental level, My, and Mz correspond to the
graphs in Figs. 12.5 and 12.6.

Performing the Fierz rearrangement in My, we get

Fig. 12.5 The ev, scattering ampli- o
tude mediated by the W boson. M = *—F[De’m(l _ 75)1/@] (12.83)

V2
1
X [(5 + sin? Oy ) ey (1 — 7°)e + sin? Oyrer” (1 + ~°)e)] .
The computation of |M|?, with the usual average and sum over
spins, and the subsequent computation of the scalar product in
the CM frame is now rather straightforward, and the result is

2 2
Fig. 12.6 The ev, scattering ampli- o(vee — vee) = GEs (1 + sin? 0W> + ESin4 Ovr
tude mediated by the Z boson. 2 3
~0.176 G%s. (12.84)

(8.4) (i) Use eq. (6.21) with n§ dV = 1 (since we are considering a single
target particle) and I' = dN/dt.
(ii) n ~ T3 follows from dimensional considerations if m < T,
since then T is the only mass-scale and dimensionally n = 1/volume
= (mass)3. Of course, it can also be obtained explicitly from the
Boltzmann, Bose—Einstein or Fermi—Dirac distributions.
From the previous exercise, o ~ G%s. At a temperature T much
larger than all the masses in question, s ~ T2. Furthermore we
have seen that n ~ T3, while for relativistic particles v = 1, so
[ =nov~ G2T5 and T'/H ~ (GZT®)/(T?/Mp) ~ (T/1MeV)3.
Therefore for T' > MeV neutrino—electron scattering maintained
the neutrinos in equilibrium, while when the temperature of the
Universe dropped around O(1) MeV the neutrinos decoupled. Ob-
serve that when T' ~ MeV the electron mass is not negligible com-
pared to T', but T" ~ m. so we still have only one mass-scale and
the estimate s ~ T2 is still correct.
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Action principle, 43-46
Active transformations, 20
Adjoint representation, see Repre-
sentations, adjoint
a (fine-structure constant), xiv, 2
running of, 151
a, (alpha strong), 151
running of, 152
Amputated diagrams, 127
Anomalous dimension, 150
Anomalous magnetic moment, 73—
74, 192-193
of electron, 2
of muon, 2, 11
Anomaly, 100, 185
Anti-unitary operators, 94
Anticommutation relations, 88
Antiparticles, 86
Asymptotic freedom, 146, 151, 152,
238
Axial current, 63, 198, 207, 209-
212

Bare couplings, 136
Bare fields, 136, 137
Bare Green’s functions, 147
Bare mass, 136
Barn, 9
Beta decay, 217, 281-282
Beta function, 148-151, 237-238
for Ag*, 130
Bilinears of Dirac fields, 61
Binding energy
hydrogen, 6
nuclei, 8
Block spin transformation, 234
Bogoliubov transformation, 107
Bohr radius, 6
Boosts, 17
generators, 19
Born approximation, 167-170, 173~
177
Bose—Einstein statistics, 86
Branching ratio, 10
Breit—Wigner distribution, 163-166

c-numbers, 64
Cabibbo angle, 198
Cabibbo-Kobayashi-Maskawa ma-
trix, 198
Callan—Symanzik equation, 149
Casimir operators, 16
Poincaré group, 37
Charge conjugation, 28, 33, 93-94,
181-182
photon, 100, 182
Charged currents, 198
Chiral symmetry, 62, 209-212
in QCD, 248-250, 258
Classical electromagnetism, 65-72
Classical field theory, 43-72
Coleman—Weinberg effective poten-
tial, 257
Compton radius, 5
Cooper pairs, 261
Correlation functions
in statistical mechanics, 231
Correlation length, 232
Cosmic microwave background, 12
Cosmological constant, 141-143
Coulomb potential, xiv, 170
Coupling constants, 142
bare, 136, 138
bare vs. renormalized, 138
in Feynman rules, 127
renormalizable, 140
running of, 146-151
Coupling to the EM field, 69-72
Covariant derivative, 70
non-abelian, 246
Covariant quantization of EM field,
101-105
CPT theorem, 95
Critical indices, 233
Critical phenomena, 232238
Cross—section, 158-160
Current conservation, see Noether’s
theorem
Cutoff, infrared, 84
Cutoff, ultraviolet, 130, 135
CVC, 209-212
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Dalitz plot, 171-173
De Broglie wavelength, 10
Decay rates, 156—158
Decays
K° — =1y, 212-216
uo — e vy, 217, 283
no — e Uevy, 200, 202-205
n —pe Ve, 217, 281-282
7t — Ty, 205-209
70 — 2y, 72, 182
70 — 3y, 182
Positronium, 106, 194
Degree of divergence, 139, 183
Dilatation symmetry, 81, 271
Dimensional regularization, 185
Dirac adjoint, 58
Dirac delta
integral representation, xiii
relation to V2(1/r), 77
Dirac equation, 56-58
in electromagnetic field, 71
non-relativistic limit, 73-74
plane wave solutions, 59
Dirac field, 32-33
quantized, 88-90
Dirac Hamiltonian, 89
Dirac matrices, see v matrices
Dirac monopole, 66
Dirac, P.A.M., 73, 219
Disconnected diagrams, 124
Divergences, infrared, 8
Divergences, ultraviolet, 128-131,
135-140, 183-186
Dual field strength tensor, 66
Dyson, F., 144

e (electron charge), xiv
Effective field theory, 145
Electromagnetic field
classical, 65-72
quantized, 96-105
Electromagnetism, conventions, xiv
Electron self-energy, 184
Electroweak theory, 195-216, 263
Energy localization in field theory,
69
Energy-momentum tensor, 49-50
for electromagnetic field, 68
for scalar field, 52
for spinor field, 55
improved, 50
Euclidean action, 229

FEuclidean propagator, 230
Euler-Lagrange equations, 44-46
Extra dimensions, 4, 82, 272

fr (pion decay constant), 207
Families
leptons, 197
neutrinos, 56
quarks, 197
fermi (unit of length), 5
Fermi constant, see G
Fermi Lagrangian, 201
Fermi momentum, 107
Fermi theory of weak interaction,
3, 195-216
Fermi vacuum, 107
Feynman diagrams, 122-135
1PI, 138
Feynman gauge, 180
Feynman propagator, 120-122
Dirac field, 132
massive gauge boson, 200
photon, 133
scalar field, 122, 132
Feynman rules, 127, 131-135
Feynman, R.P., 144, 219, 222
Field-strength renormalization, see
Wave function renormal-
ization
Fierz identity, 218
Fine structure, 7, 74-79
Fine structure constant, see «
First quantization, 1
of Dirac equation, 73-79
Fixed points of RG transformation,
235238
infrared, 237
ultraviolet, 237
Flavor symmetries, 209-212
Fock space, 83-86
Form factors
electromagnetic, 188-193
hadronic, 213
Friedmann—Robertson—Walker met-
ric, 141
Functional derivative, 226
Functional integral, see Path inte-
gral
Furry’s theorem, 183

Gr (Fermi constant), 201, 205
~ (Callan-Symanzik function), 149
~ matrices, xii



chiral representation, xiii, 57
standard representation, xiii,
59
traces, xiii, 188
Gauge fixing, 180
Gauge transformation, 66
non-abelian, 243-247
Gaussian integrals, multi-dimensional,
227
Generating functional, 226
Generators
of SU(N), 244
of Lie groups, 14
of Lorentz group, 18
Gluons, 248
Goldstone bosons, 256-258
Goldstone theorem, 257
Gordon identity, 190
Gravitational waves, helicity, 42,
269
Gravitons, 40
Gravity
non-renormalizable, 145
Green’s function, 116
Groups
non-abelian, 16
non-compact, 27
Gupta—Bleuler quantization, see Co-
variant quantization of EM
field
Gyromagnetic ratio, 2, 73-74, 192—
193

Hadrons, 9, 199, 211, 248
Hard breaking of symmetries, 261
Heisenberg picture, 111
Heisenberg, W., 144
Helicity, 54

of the photon, 67, 98-100

of Weyl spinors, 55, 57
Higgs boson, 3
Higgs mass

and fine tuning, 143
Higgs mechanism, see Spontaneous

symmetry breaking

Hydrogen atom

energy levels, 79
Hyperfine structure, 79

Instantons, 239-241

Interaction picture, 117-118, 120
Invariant mass, 172

Irrelevant operators, 235

Index

Ising model, 232
Isospin, 210, 250
violation, 211

Jacobi identity, 22

Kadanoff, L., 234

Kaluza—Klein modes, 82, 272

Klein—Gordon equation, 51
scalar product, 52

Lamb shift, 79
AQCD, 154
Landau gauge, 180
Landau levels, 80
Landau pole, 151
Lattice regularization, 230
Leading logarithms approximation,
151
LEP, 3
Lepton number, 65
Leptons, 197-201
Lie groups, 13-16
compactness, 16
structure constants, 15
Light-light scattering, 184
Little group, 37
Lorentz gauge, 67
Lorentz group, 16-34
LSZ reduction formula, 111-116

My, (scattering amplitude), 127

Magnetic moment, see Gyromag-
netic ratio

Majorana field, 33

Majorana mass, 63

Mandelstam variables, 161, 171

Mass renormalization, 136

Maxwell equations, 65, 66

Maxwell stress-tensor, 68

Mean free path, 12

Meissner effect, 261

Mesons, 212, 248

Minimal coupling, 72

Monte Carlo simulations, 230

Natural units h =c=1,4-5
Neutral currents, 199
Neutrino

helicity, 40

masses, 56, 65

oscillations, 3

sterile, 65
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Noether’s current, 49

Noether’s theorem, 46-50

Non-abelian field strength, 247

Non-abelian gauge fields, 245

Non-abelian gauge theories, 243—
252

Non-minimal coupling, 72

Non-perturbative effects, 206

Non-perturbative methods, 228241

Non-renormalizable theories, 139,
144-146

Normal ordering, 85

Qa, 142

One-loop vertex in QED, 184
One-particle irreducible graphs, 138
Optical theorem, 164, 179

Order parameter, 255

Parity, 32
intrinsic, 91
bosons, 93

fermions, 93
Majorana fermions, 92, 93

photon, 100
violation in weak interactions,
200

Partial width, 10
Path integral, 219242
Pauli matrices, xiii, 25
Pauli, W., 144
Pauli-Lubanski four-vector, 37
Pauli-Villars regularization, 185
PCAC, 212
Phase space, 158
recursive relation, 179, 278
three-body, 171-173
two-body, 160-162
Photon, 40, 98, 103, 105
charge conjugation, 100
helicity, 67, 98-100
in external legs, 135
mass and gauge invariance, 181
parity, 100
propagator, 133
self-energy, 184
sum over polarizations, 97, 101,
218
79, electromagnetic interaction, 72
Pion decay constant, see fr
Pions, as Goldstone bosons, 258
Planck mass, 10
Planck units, 11

Poincaré group, 34-40
Polarizations, sum over

for fermions, 61, 202

for photons, 97, 101, 218
Positronium, 106, 194
Poynting vector, 68
Proca equation, 107, 260
Proca Lagrangian, 107
Propagator, see Feynman propa-

gator

QCD, 206, 210, 248-250

QED, 180-188

QFT at finite temperature, 238

Quarks, 112, 197-201, 248
confinement, 147, 206
electric charges, 197
masses, 206
spectator, 212

Radiation gauge, 67
Rapidity, 18, 41
Rationalized Gaussian units, xiv
Renormalizability, 140, 144
Renormalization, 135-140
and spontaneous symmetry break-
ing, 261
of QED, 183-186
Renormalization group, 146-151
in statistical mechanics, 233~
238
Renormalized Green’s functions, 147
Representations
SO(3), 22
SU(2), 25
adjoint, 21
decomposition, 21
equivalent, 14
fundamental, 21
infinite-dimensional, 30
reducible, 14, 20
spinorial, 24
unitary, 15, 27
Resonances, 9, 163-166, 173
Running coupling constants, 146—
151
Rydberg, 6

S-matrix, 109-111
Scalar electrodynamics, 71
Scattering
e A— e A", 173177
ete™ — 2v, 193, 279



ete” =~y — putu™, 186-188
e vy — e vy, 7-8, 266
e Ve — € Ve, 218, 284
Schrodinger picture, 109
Schwinger, J., 144, 193
Semileptonic decays, 212
SO(3,1), 16-18
Soft breaking of symmetries, 261
Spin, 25, 26
from Noether’s theorem, 31
of Dirac fields, 90
of Lorentz representations, 26
photon, 100
Spin-statistics theorem, 86, 88
Spontaneous symmetry breaking, 253—
265
in the Standard Model, 263
Standard Model, see Electroweak
theory, QCD
Stokes theorem, 45
String theory, 4, 142
critical dimension, 100
Strong interactions, 8, 209, 211, 243,
248
SU(2), 25
SU(N), 244
Sun, escape time of photons, 12
Superconductivity, 261
and Higgs mechanism, 261

T-product, 114
Tachyons, 37
Tensors, 2024

invariant, 24

self-dual, 21, 42, 268-269
Thermal quantum field theory, 107
Thomson cross-section, 7, 266
Time-reversal, 94

and reality of form factors, 213—

214

Tomonaga, S., 144
Tunneling, 239-241

U(1) gauge symmetry, 70, 181
U(1) charge, 53, 87, 90, 181
Universality classes, 236

Vacuum energy, 85, 141-143

van der Waals forces, 170

Vector current, 63, 198, 207, 209—
212

W boson, 199, 200

Index

mass, 200, 262-264
propagator, 200
Wave function renormalization, 112,
137
Weak decays, 10, 202-216
Weak interactions, see Electroweak
Theory, Fermi Lagrangian
Weinberg angle, 199, 264
Weyl equation, 54
Weyl field, 31
quantized, 90-91
Weyl spinors, 27
Wick rotation, 130
Wick’s theorem, 122
Width, see Decay rates, Breit—Wigner
distribution
Wigner theorem, 36
Wilson, K., 144, 231, 242
WMAP, 153

Yang—Mills theories, see Non-abelian
gauge theories
Yukawa potential, 9, 170

Z boson, 199
mass, 200, 262-264
width, 243
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