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Introduction

This volume offers an introduction to some recent developments in several active
topics at the interfaces between algebra, geometry, topology and quantum field
theory. It is based on lectures and short communications delivered during the
summer school ‘Geometric and Topological Methods for Quantum Field Theory’
held in Villa de Leyva, Colombia, in July 2007.

The invited lectures, aimed at graduate students in physics or mathematics, start
with introductory material before presenting more advanced results. Each lecture
is self-contained and can be read independently of the rest.

The volume begins with an introductory course by Paul Kirk on the history and
problems of geometric topology, which explains how ideas coming from physics
have had an impact on low-dimensional topology in the last 20 years. In the
second lecture, Martin Guest discusses differential equation aspects of quantum
cohomology, as part of a framework which accommodates the KdV equations and
other well-known integrable systems.

We are then led into the realm of noncommutative geometry with a lecture by
Claire Debord and Jean-Marie Lescure, who present a proof of Atiyah and Singer’s
index theorem using groupoids and KK-theory, which they then generalize to the
case of conical pseudomanifolds.

The remaining lectures take us to the world of quantum field theory, starting
with a lecture by Alessandra Frabetti, who presents the Connes—Kreimer algebra
for renormalization and its associated proalgebraic group of formal series after
having reviewed the Dyson—-Schwinger equations for Green’s functions and the
renormalization procedure for graphs. We then step into gauge theory with José
Gracia-Bondia’s lecture, which sheds light on BRS invariance of gauge theories
using Utiyama’s general gauge theory. David Berenstein then gives a short but
gentle introduction to the rather sophisticated ideas of AdS/CFT correspondence. In
the last lecture, Martin Reuter and Frank Saueressig survey the background material
underlying the functional renormalization group approach to quantum gravity.
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xii Introduction

The invited lectures are followed by six short communications on a wide spec-
trum of topics on the borderline between mathematics and physics, ranging from
orbifolds to quantum indistinguishability and involving a multitude of mathemati-
cal tools borrowed from geometry, algebra and analysis.

We hope that these contributions will give — as much as the school itself seems
to have given — young students the desire to pursue what might be their first
acquaintance with some of the problems on the boundary between mathematics
and physics presented here. On the other hand, we hope that the more advanced
reader will find some pleasure in reading about different outlooks on related topics
and seeing how the well-known geometric tools prove to be useful in some areas
of quantum field theory.

We are indebted to various organizations for their financial support for this
school. Let us first of all thank the Universidad de los Andes, which has been
supporting this and many other schools of this kind that we have been organizing
in Colombia since 1999. We are also deeply grateful to the ICTP in Trieste, for its
constant financial support over the years and specifically for this school. We also
thank the IMU for its support. We are also greatly indebted to other organizations —
such as CLAF in Brazil, and Colciencias, ICETEX and ICFES in Colombia —
which also contributed in a substantial way to the financial support needed for this
school.

Special thanks to Sergio Adarve, Alexander Cardona and Andrés Reyes (Uni-
versidad de los Andes), coorganizers of the school, who dedicated time and energy
to make this school possible in a country like Colombia where many difficulties
are bound to arise along the way due to social, political and economic problems.

We are also very grateful to Marta Kovacsics, Ana Cristina Garcia and Melissa
Caro for their help in various essential tasks needed for the successful development
of the school. Without the people named here, all of whom helped in the organi-
zation in some way or another, before, during and after the school, this scientific
event would not have left such vivid memories in the lecturers’ and participants’
minds. Last but not least, thanks to all the participants who gave us all, lecturers and
editors, the impulse to prepare this volume through the enthusiasm they showed
during the school, and special thanks to all the contributors and referees for their
participation in the realization of these proceedings.

Hernan Ocampo, Eddy Pariguan and Sylvie Paycha



1
The impact of QFT on low-dimensional topology

PAUL KIRK®

Abstract

In this chapter I discuss some of the history and problems of geometric
topology and how ideas coming from physics have had an impact on low-
dimensional topology in the last 20 years. The ideas are presented largely in
simplified (and morally but not necessarily rigorously correct) form to give
students an overview of the topics unencumbered by the many technical issues
required to put the results on a firm theoretical footing.

The goal of this chapter is to provide theoretical physics students with an
introduction to the impact of modern physics on mathematics, as well as to
provide for mathematics students a gentle but broad introduction to some of the
developments in topology inspired by quantum field theory. No prerequisites
are needed besides the usual mathematical maturity, but the astute student will
recognize the large role that Morse theory plays. Thus, some familiarity with
Morse theory is likely to be useful.

1.1 Geometric topology: a brief history

Geometric topology refers to the study of (usually compact) manifolds.

Let R’é ={(x1, ..., X)|x;, = 0}. An n-dimensional manifold is a topological space M
equipped with a maximal collection of charts

{(U;, ¢;) |U; C M open, ¢; : U; — ]R’;, ¢; a homeomorphism onto an open subset}.

The set of points mapped to {x, = 0} by the charts ¢; is called the boundary of M, denoted
oM. If M is compact and d M is empty, we call M closed.

There are many different notions of manifold. Manifolds can have many dif-
ferent kinds of extra structures or restrictions (and corresponding equivalences),

" Dedicated to the memory of my friend K. P. Wojciechowski.



2 Paul Kirk

such as an orientation (orientation-preserving homeomorphism), a smooth structure
(diffeomorphism), a PL structure (PL isomorphism), a spin structure (spin diffeo-
morphism), a Spin structure, an almost complex structure, a symplectic structure
(symplectomorphism), a Riemannian or Lorentzian structure (isometry), a flat or
spherical or hyperbolic structure, a holomorphic structure (biholomorphism), a
Kahler structure, a framing, a trivial fundamental group, a contractible universal
cover, etc.

In geometric topology the focus is on structures such that the corresponding set
of equivalence classes is discrete, and the goal of geometric topology can usually
be stated as follows:

Distinguish all equivalence classes of manifolds with a given structure.

1.1.1 Examples

To a compact, connected 2-manifold one can associate its Euler characteristic
x (alternating sum of numbers of n-simplices in a triangulation), the number b
of boundary circles, and o € {0, 1} keeping track of whether or not the manifold
is orientable. Then a classical theorem of topology states that rwo compact 2-
manifolds have the same triple (x, b, o) if and only if they are homeomorphic.
Thus the class of compact, connected 2-manifolds is classified up to homeomor-
phism by (x, b, 0) € Z x Z>¢ x Z/2, and it is simple to determine which triples
occur.

Another example is provided by a consequence of Smale’s /A-cobordism theo-
rem [48]: Every closed manifold homotopy equivalent to an n-sphere S" = {x €
R |x|| = 1} is homeomorphic to an n-sphere, if n > 4. (Freedman [15] proved
this for n = 4, and Perelman for n = 3.)

Two topological spaces X, Y are homotopy equivalent if there exists continuous maps
f:X—Yand g:Y — X and homotopies H : X x[0,1] > X and K : Y x [ —- Y
such that H(x, 0) = x, H(x, 1) = g(f(x)), K(y,0) =y, K(y, 1) = f(g()).

More interestingly, two smooth closed n-manifolds homotopy-equivalent to S”
need not be diffeomorphic. But a consequence of Smale’s theorem is that if M" is
a smooth homotopy sphere, n > 5, then M is obtained from a pair of hemispheres
D'l and D" (with D = {x € R" | ||x|| < 1}) by gluing their boundaries using a
nontrivial diffeomorphism f : E)Dﬁ‘r =oD".

Gluing, or pasting, topological spaces X, Y along subsets A C X and B C Y using a
gluing map f : A — B refers to forming the quotient space X U Y/ ~, where x ~ y if
x €A, ye B, and f(x)=y. Gluing n-manifolds using a homeomorphism f of their
boundaries results in an n-manifold. If M is an n-manifold and N C M is an (n — 1)-
submanifold with 9N = N N dM, then cutting M along N means forming the manifold
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(with nonempty boundary) obtained by taking the closure of M — N. There are technical
issues to worry about, and often one uses instead the complement M — nbd(N) of a small
tubular neighborhood of N. Notice that gluing and cutting are inverse operations.

An earlier example is provided by Thom’s cobordism theorem [53]: two
closed manifolds M, N are cobordant if and only if they have the same
Stiefel-Whitney numbers. Thom determined which numbers occur as Stiefel—
Whitney numbers.

Closed n manifolds M and N are cobordant if there exists a compact n + 1-manifold W
with W the disjoint union of M and N. The Stiefel-Whitney numbers of a manifold
are a collection of numbers w; € Z/2; one for each multi-index I = (i1, iz, ..., i), i1+
20 + -+ -+ ni, =n.

Yet another example is given by Freedman’s theorem [15]: two simply connected
(see the following) closed 4-manifolds are homeomorphic if and only if they have
isomorphic cohomology rings (see the next section for an introduction to cohomol-
ogy) and the same Kirby—Seibenmann invariant K S € 7./2. One new twist here is
that there remains one unsolved case of the classification of possible ring structures;
namely, the full classification of unimodular quadratic forms over Z (which is deter-
mined by and determines the cohomology ring of a simply connected 4-manifold)
is not known.

Thus one might say that the homeomorphism classification of simply connected
4-manifolds is reduced to an algebra problem. In the case of Thom’s theorem, Thom
first reduced the cobordism classification to a homotopy theory problem, then he
solved the homotopy theory problem. For Freedman’s theorem, the classification
reduces to an algebra problem which is largely solved, but not completely. This is
typical.

As a negative example, it is simple to prove that any finitely presented group is
the fundamental group of a closed n-manifold for any n > 4. Logicians tell us the
problem of determining whether two group presentations give isomorphic groups
is not solvable (no algorithm exists to determine if two presentations determine
isomorphic groups). Thus there cannot be an algorithmic (e.g., a finite set of
invariants) homeomorphism classification of n-manifolds for n > 4.

The fundamental group i(X, x) of a topological space X with a distinguished base point is
the set of based homotopy classes of loops « : [0, 1] - X, «¢(0) = a(l) = x. Soa ~ B if
there is a map H : [0, 1] x [0, 1] — X so that H(¢,0) = a(t), H(t, 1) = B(¢t), HO, u) =
x = H(1, u). The group structure is given by following one loop, then the next. Concisely,
it is the group of path components of the based loop space on X. A continuous map
f X — Y induces a homomorphism 7;(X) — m;(Y). A connected space X is called
simply connected if 7| (X, x) is the trivial group.
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A good 3-dimensional theory is provided by Waldhausen’s results on Haken
3-manifolds [56]. A closed, oriented 3-manifold M is called Haken if it contains
a closed oriented 2-manifold F C M (with F # S?) such that 7(F) — m(M)
is injective and such that every sphere S> C M cuts M into two pieces, one
of which is D?. Then Waldhausen’s theorem says: if M and N are Haken and
(M) is isomorphic to w(N), then M and N are homeomorphic (and diffeo-
morphic). Thus the fundamental group “classifies” Haken manifolds. Many (but
not all) 3-manifolds are Haken, or can be cut into Haken pieces which can be
analyzed. Later Thurston proved [54] that a closed Haken 3-manifold which does
not contain a my-injective torus admits a hyperbolic structure. Thus this class
of 3-manifolds is classified by identifying its fundamental group with a Kleinian
group.

An important family of examples comes from considering pairs (M, N) where
M is an m-dimensional manifold and N is an n-dimensional submanifold (with
n < m). One can ask for a relative homeomorphism classification, i.e., assuming
M, is homeomorphic to M, and Ny is homeomorphic to Nj, does there exist a
homeomorphism & : My = M, such that h(Ny) = N;? Other interesting questions
include the concordance problem, where one assumes My = M; = M, and sets
(M, Ny) ~ (M, Ny)ifthere exists an embeddingof N x [0, 1] C M x [0, 1] which
restricts to (M, Ny) and (M, N;) at the ends M x {0} and M x {1}.

The most interesting case is when n = m — 2, the codimension 2 embedding
problem. This topic is generally known as knot theory, especially when M = §™
and N = §™~2, The further specialization whenn = 3, i.e., the study of embeddings
S ¢ 83, is usually called classical knot theory (and was first systematically studied
by the physicist Lord Kelvin, who theorized that tiny knots in the “ether” might
explain the subatomic properties of nature).

1.1.2 Invariants

The preceding examples show that classifying manifolds in a certain class is a
subtle problem. One should not expect as clean an answer as for 2-manifolds, or
even Thom’s cobordism theorem. There are several questions to consider: What
class of manifolds do we study? Under what equivalence relation? What kind of
methods can we use? What is considered progress?

The standard approach to a classification problem in geometric topology is to

(i) find a geometrically meaningful and computable set of invariants,
(ii) find a collection of manifolds in the class that realize all the invariants (or determine
their range),
(iii) prove these invariants classify.
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The term invariants refers to some way of associating some object (e.g., in a
category, or set, or group) to each manifold in the chosen class so that equivalent
manifolds are given the same invariant. “Geometrically meaningful” is a vague
term, but ideally the invariants should tell us something interesting about the
geometric problem. As a negative example, consider the invariant of closed n-
manifolds I defined by /(M) = 0if M is homeomorphic to a sphere and /(M) = 1
otherwise. Then [ is an invariant which partially classifies » manifolds, but it
is useless, because its definition reveals nothing about the underlying geometric
question.

By contrast, the Euler characteristic of a closed, orientable 2-manifold classifies
up to homeomorphism, but in addition it can be defined for any compact space,
and it can be computed in many ways (e.g., from a triangulation, by computing
homology, from a Morse function, or geometrically by the Gauss—Bonnet theorem).
Moreover it has many nice properties (multiplicativity under covers, independence
from the triangulation, etc.). Thus producing new invariants is not by itself progress
(despite frequent claims made to the contrary).

An important requirement is that invariants be computable. This is also a vague
requirement, but to the extent that there are cut-and-paste constructions to produce
new manifolds from old in the given class, a good interpretation of this requirement
is that it is desirable to be able to compute how the invariant changes under specific
cut-and-paste operations.

1.1.3 High and low dimensions

Geometric topology is divided into two distinct topics: high-dimensional
topology, i.e., the study of manifolds of dimension 5 and higher, and low-
dimensional topology, i.e., manifolds of dimensions 2, 3, and 4. The reason for
this dichotomy is technical, but boils down to the slogan “there is more room to
move in high dimensions.” A beautiful construction due to Whitney [59], called
the Whitney trick, uses 2-dimensional disks as guides for various geometric defor-
mations. In n-dimensional topology with n > 4, because 2 4+ 2 < n it follows that
it is easy to fit the 2-dimensional disk into a manifold in such a way that it does not
interfere with itself and other disks in the manifold (in the same way that circles
in 3-space can be moved off each other by arbitrarily small perturbations, because
1+1<3).

The upshot of this is that the Whitney trick allows one to prove injectivity of
invariants produced by counting intersections of submanifolds in high dimensions.
This was exploited in the golden era of geometric topology (1955-1980) by many
mathematicians, including Smale, Milnor, Wall, Browder, Sullivan, and Novikov,
by combining cutting and pasting constructions (surgery) with related algebra
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(algebraic K-theory) and homotopy theory (bordism theory). These techniques are
combined in a powerful machine called surgery theory.

It is not correct to say that all classification problems of high-dimensional
topology are solved, but it is fair to say that many important ones have
been, and that surgery theory provides a starting point for investigating high-
dimensional problems which is often powerful enough to solve the problem, or at
least to reduce it to purely algebraic or discrete problems.

In low-dimensional topology, the situation is less clear. In dimension 4, there
is a chasm between the topological theory and the smooth theory (i.e., between
classification up to homeomorphism and up to diffeomorphism). The homeomor-
phism problem was treated satisfactorily by Freedman. The result is that many of
the techniques of surgery theory extend to dimension 4, albeit with much more
intricate proofs using infinite processes in point-set topology. Interestingly, the
homotopy classification of non-simply-connected 4-manifolds is not well under-
stood. Freedman’s results treat the gap between the homotopy problem and the
homeomorphism problem for many fundamental groups.

The diffeomorphism problem is quite different, and a breakthrough came at
about the same time as Freedman’s theorem when Donaldson used ideas from
physics (gauge theory) to produce invariants of differentiable 4-manifolds [5]. The
development of the ideas pioneered by Donaldson has been the focus of most of the
work in the last 20 years in 4-dimensional topology. A major simplification came a
few years later with the introduction of Seiberg—Witten theory [28,47]. However,
it is fair to say that any kind of diffeomorphism classification in dimension 4 is a
distant goal. As R. Stern puts it, in smooth 4-dimensional topology, “the more we
learn the more we realize how little we know.”

In 3-dimensional topology (and 2-dimensional topology) there is no difference
between homeomorphism and diffeomorphism questions. Depending on one’s
point of view (and the time of day), 3-manifolds are either well understood or
mysterious. One feature of 3-dimensional topology is that there are many structure
theorems, notably the existence and uniqueness of decompositions along 2-spheres
(the connected sum decomposition theorem [30]) and then along tori (the Jaco—
Shalen—Johannsen torus decomposition theorem [22, 23]). The results of Wald-
hausen have already been mentioned: these build on many previous results, but
notably on Papakyriakopoulos’s proofs of Dehn’s lemma and the sphere theorem
[42].

The next major step forward occurred when Thurston proved his hyperboliza-
tion theorem, which inserted the beautiful techniques of Kleinian groups into
the study of 3-manifolds. The recent stunning results of Perelman on Thurston’s
geometrization conjecture can be considered as a continuation of this perspective
in 3-dimensional topology.
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Fig. 1.1. A projection of the unknotted circle
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Fig. 1.2. A framed trefoil knot

1.1.4 Links, Reidemeister moves, and Kirby’s theorem

We introduce a few notions from the theory of knots and links, a subject that is
both of intrinsic interest in topology and also a useful tool in the construction of
manifolds.

A link in S? is an embedding of a finite disjoint union of circles in S°,

|i| s!c s
i=1

A link with one path component (i.e., n = 1) is called a knot.

A projection of a knot or link is a picture of a generically immersed curve in R?, with
“over and under” data given at each double point, to specify a knot or link in R* = §3 — {p}.
See Figure 1.1.

A framed link in 3 is an embedding of a finite disjoint union of solid tori in 3,

|_|(S1 x D%); C S°.
i=1

See Figure 1.2.
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Fig. 1.3. The three Reidemeister moves

The result of surgery on a framed link is the 3-manifold, M, obtained by cutting out
each (S! x D?) and gluing in (D? x S'):

M = <S3 — |_|(S1 x Dz)i) U |_|(D2 x Sh;.

Isotopy of links can be described using projections in terms of the three Rei-
demeister moves, illustrated in Figure 1.3. In fact, Reidemeister proved that these
three moves classify links in $3, in the sense that two projections (i.e., pictures like
those in Figures 1.1 and 1.2) of links correspond to equivalent links if and only if
one can get from one projection to the other by a sequence of Reidemeister moves
R1, R2, and R3.

In a different direction, a classification theorem of sorts for 3-manifolds was
proven by Kirby in [26].

It has been known since the 1950s that any 3-dimensional manifold is obtained
by surgery on a framed link in S3. However, many different framed links yield the
same manifold.

There are geometric moves on the set of framed links: isotopy, stabilization
(adding a small, appropriately framed knot away from the rest, as in Figure 1.4),
and addition, or sliding (adding a parallel copy of one component to another
component; see Figure 1.5).

Kirby’s theorem says two framed links give diffeomorphic 3-manifolds if and only
if the framed links are related by these moves. (The stabilization and sliding moves in
this dimension are often called Kirby moves.) In other words, 3-manifolds are clas-
sified by identifying them with equivalence classes of framed links in S° (note that
any framed link can be visualized as circles in R* with numbers attached to them).

This suggests a strategy to approach the classification problem for 3-manifolds:
construct a function which assigns a complex number (or an element in an abelian
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Fig. 1.4. A (—1) stabilization of a framed trefoil knot

N
3

Fig. 1.5. Sliding one component over another (framings omitted)

group) to each link in S3 (respectively, framed link in S%) in such a way that
links related by Reidemeister moves are assigned the same number (respectively,
framed links related by Reidemeister and Kirby moves are assigned the same
number). This might be a good strategy because one can draw links and framed
links. It may be hard to prove directly that two link projections correspond to
different equivalence classes, but straightforward to show that certain functions are
preserved by Reidemeister or Kirby moves.

This is one place where QFT has had an impact on low-dimensional topology:
The use of Feynman path integrals and the strategy by which physicists compute
them have led to the invention of the new mathematical notion of TQFT. Perhaps
more importantly, the input from physics has led to the formulation of a set of
axioms similar to, but in an important sense fundamentally different from, the
axioms of a homology theory.

1.2 Homology theories

We first review axioms for cohomology theories, which reshaped mathematical
thinking in the second half of the twentieth century. We will take the point of view
suited to algebraic topology, but there are many other points of view, in geometry,
algebra, analysis, etc. For reasons of exposition we discuss cohomology theories,
but each cohomology theory corresponds to a unique homology theory.
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A category C is a class of objects Ob(C), together with a class of disjoint sets Hom(A, B),
called morphisms, one for each pair A, B € Ob(C). Moreover, we require that for each triple
A, B, C of objects there exist a composition Hom(A, B) x Hom(B, C) - Hom(A, C)
denoted (f, g) — g o f satisfying

(1) (Associativity) (f og)oh = f o(goh),
(ii) (Identity) for each A € Ob(C) there exists a 1, € Hom(A, A) such that for each B, we
have 14, 0 f = f for f € Hom(B, A) and g o 14 = g for g € Hom(A, B).

A covariant functor F :C — D is one that assigns to each object A € Ob(C) an
object F(A) € Ob(D) and to each morphism 4 € Hom(A, B) a morphism F(h) €
Hom(F(A), F(B)) so that compositions and identity are preserved. A contravariant functor
is defined in a similar way, except that if # € Hom(A, B), then F(h) € Hom(F(B), F(A)),
i.e., the arrows are reversed.

A natural transformation between two functors is, loosely speaking, a functor of func-
tors. More precisely, if F, G : C — D are two covariant functors, then a natural transfor-
mationn : F — G assigns to each A € Ob(C) a morphism n(A) € Hom(F(A), G(A)) such
that if f € Hom(A, B) is a morphism in C, the diagram

FA) -0 F(B)
n(A) n(B)
G(A) —5~ G(B)

commutes. A similar definition works for contravariant functors.

Definition 1.2.1 Let 7 denote the category of topological spaces with base points
(or, to be safe, CW complexes) and continuous maps, and A the category of
(graded) abelian groups. Let S : 7 — 7 be the suspension functor, i.e., SX =
X x [0, 1]/ ~, where X x {0, 1} U {p} x [0, 1] is collapsed to a point.

A (reduced) cohomology theory is a contravariant functor 4 : 7 — A together
with a degree 1 natural transformation e : h o S — h satisfying the following
axioms:

(1) (Homotopy) If fo, fi : X — Y are (based) homotopic, then
h(fo) = h(f1) : H(Y) = h(X).
(ii) (Exactness)If X C Y, then the sequence
MX/Y)— h(Y) — h(X)

is an exact sequence.
(iii) (Suspension) For each X, the natural transformation

e(X) : h(SX) — h(X)

is an isomorphism.
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Typically one would also want the cohomology theory to be Z-graded, i.e., there
is a natural decomposition 2 = P, _, h' and e has degree —1,i.e.,e(X) : K" (SX) =
" H(X).

The group h(S°) associated to the zero-dimensional sphere is called the coeffi-
cients of the cohomology theory. Eilenberg and Steenrod [10] proved (with some
technical conditions, always satisfied when working with manifolds, for example)
that any two cohomology theories with the same coefficients are isomorphic. More
precisely, any natural transformation of cohomology theories which induces an
isomorphism on the coefficients induces an isomorphism for all spaces.

The philosophy that underpins this result is the following. Cohomology had been
constructed in different ways (singular, simplicial, de Rham), and basic properties
(suspension, homotopy, exactness) proved. But in the use of cohomology, typically
the construction of the theory is not important: only its existence and its basic
properties are used for calculations. The Eilenberg—Steenrod theorem confirms
this. One has a list of properties one wishes to have, they are declared to be axioms,
and if one can prove that a unique functor exists which has these properties, then
one expects to be able to calculate using only the axioms. As modest as these
three axioms appear, they form the basis of the vast and beautiful subject of stable
homotopy theory.

From the perspective of geometric topology, several remarks are in order. First,
the homotopy axiom, which gives cohomology its flexibility, implies that homology
theories (which exist in abundance) are not set up to directly investigate problems
unique to manifolds, in particular to attack homeomorphism or diffeomorphism
questions. Second, the exactness axiom implies that the cohomology of a finite
union of spaces is the direct sum of the homology of the pieces.

In contrast, as we will see, the TQFT axioms are built from the start by con-
sidering the category of manifolds rather than all spaces. Moreover, the theory is
multiplicative, in the sense that unions are assigned the tensor product rather than
direct sum. These are two properties which emerge naturally from the physical
considerations.

There is an important way in which homotopy functors like cohomology theories
are used in geometric topology. Given an n-dimensional manifold M, it may be the
boundary of a manifold of dimensionn + 1: M = dW. Assuming it is, one can try
to define geometric (i.e., homeomorphism) invariants of M by taking cohomology
invariants of W.

This is a successful strategy. We will give one example, which is based on an
additional axiom which some, but not all, homology theories satisfy, namely the
existence of a ring structure.

(iv) (Ring structure) There exists a natural ring structure h(X) x h(X) — h(X).
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For example, the ordinary cohomology # = H* with integer coefficients (i.e.,
the unique cohomology theory % such that 2°(S°) = Z and h/(5°) = 0 for i # 0)
has a ring structure called the cup product (in terms of differential forms, this is just
the wedge product of forms). The Poincaré duality theorem implies that if Z is a
compact oriented manifold of dimension 4k, there is an isomorphism H*(Z) — Z
which leads to a symmetric pairing

H*(Z)x H*(Z2) - Z. (1.1)

Poincaré duality is the main homotopy-theoretical property that distinguishes manifolds
from arbitrary spaces. It says that the ring structure on integral cohomology induces an
isomorphism modulo torsion H?(Z) = H"~P(Z, d Z) for any compact oriented n-manifold
Z and index p. This implies, among other things, that the pairing (1.1) is unimodular
(determinant £1) when Z is closed. Indeed, much of the theory of manifolds can be (and
is) studied in the Poincaré category, that is, for general spaces (or CW complexes) satisfying
Poincaré duality.

Choosing a basis for the free part of H?*(Z), we can think of the pairing (1.1)
as a symmetric integral (or real) matrix. The signature, o (Z), of this matrix is
the number b*(Z) of positive eigenvalues minus the number b~ (Z) of negative
eigenvalues.

When Z = oW with W compact oriented, it is an elementary exercise to show
that o(Z) = 0. In other words the geometric information (Z = dW) has the coho-
mology (homotopy-theoretical) implication o = 0. Hence if 0(Z) # 0, then Z is
not the boundary of an n+1-dimensional manifold.

A more subtle version of this line of reasoning goes as follows. Suppose that one
knows that a class M of 4k manifolds has the property that whenever Z € M is
closed, then Z has signature that lies in a subgroup mZ of Z. For example, Rohlin’s
theorem [44] implies that if Z is a closed spin 4-manifold, then o (Z) = 16¢ for
some integer £.

Then given a closed 4k — 1-manifold M, if we assume that M = dZ for some
Z € M, we can try to define an invariant d of M by the definition d(M) = o (Z).
This may depend on the choice of Z: perhaps o (Z’) # o(Z) for some manifold Z’
with dZ’ = M. But gluing Z and Z’ along W yields a closed manifold with o in this
subring. Novikov’s additivity of the signature theorem implies that o (Z) = o(Z’)
mod m. Hence d(M) = o(Z) € Z/m is a well-defined invariant of M, independent
of Z, called the signature defect of M.

A similar reasoning applied to the Chern—Weil definition of the second Chern
class exploits the fact that c,(P)[M*] € Z rather than R to define the Chern—Simons
invariant for a connection on a 3-manifold in R/Z (see the next section).

Milnor used a similar approach to construct smooth manifolds homeomorphic
but not diffeomorphic to S7 [31]. He constructs a certain 8-manifold Z (in fact,
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Z is a D* bundle over $*) whose boundary M is homotopy equivalent to S7, and
hence homeomorphic to s7 by Smale’s theorem [48]. If M were diffeomorphic to
S7, then M would bound the 8-disk D8, which could then be glued to Z, yielding a
smooth closed manifold Z U D8, which cannot exist, for reasons similar to Rohlin’s
theorem.

A similar approach was taken to try to find counterexamples to the Poincaré
conjecture in dimension 3 using Rohlin’s theorem. Any 3-manifold M with the
homology of S* admits a unique spin structure, and is the boundary of a spin 4
manifold W. The signature defect invariant u(M) = o (W) mod 16 is well defined
(i.e., depends only on M), and it was hoped that one could find a simply connected
example M with u(M) # 0; this would provide a counterexample to the Poincaré
conjecture.

In 1985 Casson [ 1] showed that this approach was doomed to failure: u(M) =0
for any simply connected 3-manifold. However, his methods were far reaching,
and provided another deep link between gauge theory and topology.

Remark. The two fundamental invariants of a closed 4-dimensional manifold M
are:

(i) Its signature o(M), defined as the difference b(M) — b~ (M), where b*(M) is the
dimension of a maximal positive/negative definite subspace of H>(M;R) with respect
to the intersection form, i.e., the symmetric unimodular bilinear pairing of Equation
(1.1).

(i) Its Euler characteristic, defined as (M) = ) (—1)"rank(H"(M)). It can also be
defined as the alternating sum of the number of n-simplexes in a triangulation of M.

Both of these invariants have the property that they are multiplicative with respect
to finite covering spaces M — M.

1.3 Axioms derived from QFT

In this section I explain how considerations of Feynman integration led to the for-
mulation of a new set of axioms for a mathematical theory built to study manifolds.
My first exposure to this axiomatic point of view (the “gluing laws”) came from
Witten’s influential article [60]. It seems that the idea was already present in many
forms before that, including work of Segal [46] on conformal field theory, and
Witten himself had interpreted Donaldson’s 4-manifold invariants from this per-
spective in an earlier article [61]. These ideas have been floating around topology
in some form or another since Feynman introduced the Feynman integral, but they
gained traction in geometric topology with the appearance of Jones’s work on new
knot polynomials [24] and Witten’s interpretation and ‘“extension” in [60]. The
axiomatic point of view was popularized in Atiyah’s book [2].
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A few words about mathematical rigor are in order here. Since presumably the
goal of physics is to describe the nature of the physical universe, and the goal of
mathematics is to describe the nature of the logical universe, it might be unfair
for mathematicians to expect physicists to justify their claims to a mathematician’s
satisfaction. After all, if a model uses mathematical language to accurately predict
physical phenomena, whether or not it makes any mathematical sense need not
concern a physicist. However, for a while it became common for some physicists,
following Witten’s lead, to make mathematical claims (in knot theory for exam-
ple) that were not justified mathematically (and presumably had limited physical
interest). In addition, some mathematicians began to introduce jargon and even
reasoning from theoretical physics into their work, in an attempt to ride the wave
that formed from this new relationship between the disciplines. This led to an
interesting and lively (and ongoing) debate, part of which can be found in the AMS
bulletin articles [3, 18] (see also Kauffman’s review of these articles [62]).

The positive side of the issue is that because speculation in theoretical physics
need not be constrained by mathematical rigor, physicists have been able to make
deep mathematical conjectures which would not have manifested themselves in
the presence of the timidity prescribed by the methods of mathematics. Some of
these conjectures have been subsequently proven by mathematical methods, and it
is uncontroversial to claim that the influence of theoretical physics on mathematics
has been overwhelmingly positive in the last 20 years.

The various examples in use of TQFTs satisfy slightly different axioms, operate
on different categories of manifolds, etc. In some cases the axioms are used in the
construction, in others the axioms serve as guides for desired theorems, and in yet
others the axioms serve only as a loose framework to organize the theory. Ultimately
the goal of a good theory is to provide a systematic way to prove theorems and
construct examples. Adherence to a predetermined collection of axioms is useful,
but secondary.

The exposition I give here is derived (inspired?) from the clear work of Kevin
Walker, who wrote an influential manuscript in 1991 [57], and more recently has
posted a draft of a book on TQFTs [58]. The reader interested in a careful exposition
of this topic is encouraged to read these two sources, as well as many other useful
approaches, such as that taken in Turaev’s book [55] and the many references cited
in that book.

1.3.1 Formal properties of functional integrals

I give an outline of how formal properties of functional integrals from theoretical
physics (also called path integrals or Feynman integrals) motivate the introduction
of axioms. The reader is to keep in mind that none of what follows is supposed to be



The impact of QFT on low-dimensional topology 15

rigorous mathematics, nor for that matter precise. It is meant purely speculatively.
Many details are ignored, and in fact more careful treatments make more careful
constructions. The exposition is meant only to show how the the functional-integral
formalism meshes with the geometric topology goal of understanding how cut-and-
paste constructions of manifolds lead to a list of desirable axioms or properties.
Rigorous mathematical examples will be described later.

First, we will use the word manifold to mean a compact oriented manifold. It
may have a boundary, and typically we will assume that is has a smooth structure.
Itis also important to allow corners: a corner is a codimension 2 submanifold which
is itself a codimension 1 submanifold of the boundarys; it is defined by relaxing the
charts so that they map to open sets in the quadrant {(x{, x2, ..., x,) € R" | x; >
0, x, > 0}. The corners then correspond to the points mapped to (0, 0, x3, ..., x,,)
by the charts. Sometimes it is even necessary to go further and define higher-
codimensional corners. The motivation comes from the observation that if one cuts
a manifold along a union of transversely intersecting hypersurfaces, the pieces in
the decomposition will be manifolds with corners.

Assume to any compact oriented manifold M of dimension less than or equal
to n + 1 we have a way to assign some kind of spaces or sets of functions F(M),
called fields. Suppose that we have a well-defined way to restrict fields to compact
submanifolds (usually of codimension O or 1) ¥ C M, ry : F(M) — F(X) (we
also write f|y for rg(f)). For each f € F(X) denote by F(M, f) the preimage
rs ! (f). Assume that all these restrictions commute. Moreover, we assume that the
homeomorphism (or diffeomorphism) group of M acts on F(M), and the action is
compatible with restrictions in the sense that if # : M — M is a homeomorphism
which preserves a submanifold X, then the restriction map ry satisfies ry o by, =
(h|x)4 o ry. This is obvious when F denotes the set of maps into some space B.

Example. Take n = 2. For each 3-manifold M, define F(M) to be the space A, of su(2)
connections on M, which we can identify with the vector space of su(2)-valued differential
1-forms on M, Q3, ® su(2). Restricting connections yields a map Ay — As.

Next, assume that for each n 4+ 1-dimensional manifold M, we have a function
Sy F(M) — R (called the action) which is local in the sense that if M is the
union of two codimension zero manifolds M; and M, along a hypersurface %,
M = M, Us M,, then

Su(f) = Sm, (fIm,) + San, (f |a,)-

Here we mean that M is formed by gluing M, to M, along embeddings ¢; : £ C
dM;, or equivalently, that M contains ¥ and M, U M, is obtained by cutting M
along ¥.
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Example continued. For each su(2) connection a € Ay, and integer k, define the Chern—
Simons action Sy : Ay — R to be

k
SM(a)zg/ Tr(da/\a—i—%a/\a/\a).
M

Here the “A” is a combination of wedge product on forms and matrix multiplication
on the coefficients. “Tr” refers to the usual trace, and the result is an ordinary real-valued
(rather than complex-valued) differential 3-form on M, for the coefficients are taken to be
su(2). This 3-form can be integrated on the 3-manifold M, yielding a real number.

If M = M, Usg M5, then because integrating forms is a local operation,

/Tr(da/\a+%a/\a/\a)=/ Tr(da/\a—i—%a/\a/\a)
M M,

—i—/ Tr(da/\a—i—%a/\a/\a),
M,

and so Sy (a) = Sy, (alm,) + Swm,(a|um,)- Notice that no Riemannian metric is used to define
Sum, and hence one says the action is “topological.”

Next we assume that there exists some kind of measure on F(M, f) for each
M and f € F(dM), so that the circle-valued function v : F(M, f) — S§' is
integrable. Then define

Z(M, f) :/ e e C. (1.2)

F(M, f)
The main point of this expression is that the result depends only on M and f. Hence
we think of Z(M, —) as a complex-valued function on the set of fields F(d M) on
dM. In the case that d M is empty, we write

Z(M) =/ e e C. (1.3)
F(M)

We assume that all the structure (including the measure on F(M)) is equivariant
with respect to diffeomorphisms.

Example continued. For the Chern—Simons action this gives Witten’s “invariant”

Z(M) = / e,
Apm

This is not a mathematical definition, because the integral is not defined; in fact no appro-
priate measure exists.

Suppose that M is the disjoint union of two manifolds, M = M; U M,. We have
restriction maps F(M) — F(M;),i = 1,2, which combine to give a product map
F(M)— F(M) x F(Ma), f = (flm,» flm,). We assume this map is a natural
bijection, i.e., we assume that a field is determined by its two restrictions, and that
any two restrictions determine a unique field. Similar comments apply to a disjoint
union X = X U X».
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Since Sy = Sy, + Sum,, assuming Fubini’s theorem holds, it follows that
Z(M) = f e'Pnetn = Z(My) - Z(M>) (1.4)
F(My)xF (M)

and, if the M; have boundaries,

Z(M, f)=Z(My, flom,) - Z(M2, flom,)- (1.5)

Next we examine what happens when a manifold is cut. Suppose that the closed
n + 1-manifold M contains a hypersurface ¥. Cutting M along ¥ yields a mani-
fold M.,; with two boundary components: d M., = X LI —X. Notice that cutting
a manifold along a hypersurface need not disconnect it, and so M,,; might be
connected. We assume that fields on M correspond (bijectively) to fields on M.,
which agree on X and —%, i.e.,

FM)= | FMou.a,a).
acF(%)

Thus it is natural to assume that

Z(M) = f / e = / Z(Mey, a, a). (1.6)
acF(2) J F(Meys,a,a) acF (%)

If M is not closed, assume that X lies in the interior of M. Thus dM,,, =
oM U X L —X. We interpret Equation (1.6) as an equation of functions on F(d M),
ie., for f € F(OM),

Z(M, f) = / / eiSM = / Z(Mcut’ f’ a, a)- (17)
aEf(E) ]-(Mcutwaaa) aEf(E)

A special case is when M = X x [0, 1]. We can cut M along ¥ x {%}, for each
of the two pieces of M,,,; is homeomorphic to M; Equation (1.7) implies that

Z(X x 1, fo, f1) =/ Z(Zx 1, fo,a)Z(Z x 1, a, f1). (1.8)

acF (%)

More generally, every manifold with boundary has a collar oM x [0, 1] C M
with OM = dM x {0}. Cutting M along ¥ x {1}, one sees that

Z(M, f)=f Z(0OM x I, f,a)Z(M, a). (1.9)
acF(OM)
Equation (1.9) restricts the class of functions F(X) — C that can arise as func-
tions of the form Z(M, —): if we define 7y : Funct(F(X), C) — Funct(F(X), C)
by

(s (P))(b) = / Z(X x1,a,b)®(a), (1.10)
aeF(X)
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Fig. 1.6. Mey

then Equation (1.8) shows that 7y is a projection (Jr)z: = my), and Equation (1.9)
shows that 7 (Z(M, —)) = Z(M, —).

Notice that if M, is the union of two manifolds, M., = M; U M, with oM =
—Fi U X and 0M,; = —X U F; (see Figure 1.6), then Equations (1.7) and (10.7)
yield

Z(M, fl,fz)=/ Z(My, fi,a)- Z(M3, a, f) (1.11)
acF (%)

for fixed f1 € F(Fy1)and f, € F(F3). This canbe interpreted as an L? inner product
of the two functions Z(M;, fi, —) : F(¥) > Cand Z(M,, —, f») : F(£) — C.
Working formally (and fixing f, f>), we rewrite Equation (1.11) as

Z(M) = (Z(My, =), Z(M3, =) 12(F(5))-
This suggests that one might be able to find a subspace
V(X) C Funct(F (%), C),

namely, the image of the projection 7y, (or a subspace of this image, which contains
all the functions Z(M, —) for any M with 9 M D X and in which these functions
span a dense subspace), and an identification

TV(EE)E V) (1.12)

compatible with this L? inner product in the sense that if (—, —): V(Z) x
V(X)* — C denotes the usual contraction, then Equation (1.11) reads

Z(M’ fla f2) = (Z(Mlv fl’ _)5 Z(MZ’ ) f2)>

Moreover, Z(M.,;, f1, f2) € V(X U —X), but because M., = M| U M, we have
Z(Meus, f1, f2,a,a) = Z(My, fi1,a)- Z(Ma, a, f») with Z(My, fi,—) € V(¥)
and Z(M;, —, f>) € V(—X). So we assume that V(Z LU —-X) = V() ® V(2)*.
One can similarly justify

V(Fi U F) =V(F)Q V(F). (1.13)
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This is most conveniently reinterpreted as a cobordism property: if M is a manifold
with OM = —F U X then

ZIM)e V(—FUX)=V(F)®V(X)=Hom(V(F), V(X)). (1.14)
Equation (1.11) implies that if M = M, Uy M5, then
Z(M)=Z(My)o Z(My) : V(F)) — V(F).

In more detail: Z(M;) € V(F1)*®Q V(Z), Z(M,) e V(-X)*® V(F;), so
Z(Mpy) € VIF)*Q V(Z)Q V(—2)* ® V(F,). Equation (1.11) shows that con-
tracting out the middle two factors yields Z(M). But this is the same as composing
the two linear maps Z(M;) and Z(M,).

Since any manifold M can be “cut” along the empty manifold into two pieces
M; =M and M, = (J, for the theory to be nontrivial one should assume that
V(©®) = C. Then, thinking of M as a cobordism from ) to d M, one gets the linear
map Z(M) : C — V(9 M), which is the same thing as a vector Z(M) € V(IM).

Example continued. For the Chern—Simons action, if the orientation of a 3-manifold M is
reversed, the value of the Chern—Simons function changes sign: S_(a) = —Sy(a). Hence
e!S-u@ — ¢iSu(@ and so

Z(—M) = Z(M).

Finally, we assume that the path integral is an oriented homeomorphism
(or diffeomorphism) invariant. If 4 : X — ¥ is a homeomorphism, then it
induces a bijection on fields, &, : F(X) — F(X), and hence an isomorphism / :
Funct(F (%), C) —Funct(F(%), C). Because any homeomorphism of ¥ extends
to some manifold, one of whose boundary components is ¥ (e.g., ¥ x [0, 1]), itis
reasonable to assume that it preserves the subspace V (%), i.e., we assume there is
an action of Homeo(X) on V(X).

However, the setup allows us to conclude a much stronger modular invariance
as follows. Suppose that the homeomorphism /4 : ¥ — X extends to a diffeo-
morphism H : ¥ x [0, 1] — ¥ x [0, 1] such that H |50y = Id and H|x 0y = h
(e.g., if h is isotopic to the identity). The existence of the diffeomorphism H and
naturality allow us to conclude that the following diagram commutes:

vz) 220 yis)

V) 250 V)
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But it is safe to assume that Z(X x I) : V(X) — V(X) equals the identity. This
isbecause Z(X x I) = Z(X x I)o Z(X x I),sothat Z(X x [I)is an idempotent.
But also, if M is any manifold with boundary X, then Z(X x INZ(M) = Z(M),
and so Z(X x I) acts as the identity on the (dense) span of the Z(M) in V(X).
Hence we conclude that the action of Homeo(X) on V(X) factors through the
mapping class group Homeo(X)/isotopy.

1.3.2 Axioms for a TQFT

Motivated by the (nonrigorous) musings of the previous subsection, as well as
some known examples, a picture gradually emerged of a new kind of functor
with some superficial similarities to cohomology theory, but suited to the cut-
and-paste methods of geometric topology. Many mathematicians and physicists
have contributed to the development of these ideas, starting perhaps with Segal’s
conformal theory article [46] and Witten’s Jones polynomial article [60], with
Atiyah as a strong advocate for the exploration of these ideas.

The axioms listed in the following are probably best thought of as guideposts
for what one would like a TQFT to satisfy, rather than a complete collection.
These axioms may not to be strong enough to compute with: extra structure and/or
axioms may be needed. For example, Witten argued in his article that for the theory
based on the Chern—Simons integral, each 3-manifold must be endowed with a
trivialization of its tangent bundle. Moreover, any computable cut-and-paste theory
will require cutting along properly embedded manifolds with boundary, leading
to the introduction of many more necessary (and technical) axioms, as was made
clear in Walker’s article [57]. Further technicalities arise when one tries to deduce
existence or uniqueness of a theory constructed in a particular way (e.g., starting
with a quantum group).

Nevertheless, the perspective has proved extremely useful. Profound theorems
have been proven in Donaldson—Floer theory, Gromov—Witten theory, Seiberg—
Witten theory, Heegaard—Floer homology, etc., and the TQFT perspective affords
a way to organize the results (and provides conjectures to pursue).

A mathematical way to describe what a theory is typically takes the following
form. One starts with a category C (or a more general notion) one wishes to study,
and a theory will be a functor (or a sequence of functors) to some other (usually
algebraic) category .A which satisfies properties that reflect the kinds of operations
in C one wants to understand, in a hopefully simpler way.

So we need to start with an appropriate C. Because our goal is to study compact
manifolds, we might want C to include all compact manifolds of dimension n + 1.
They may be equipped with additional structure, such as an orientation, a smooth
structure, a Spin® structure, a framing of the tangent bundle, a choice of cohomology
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class, an equivalence class of triangulations, a parameterization of its boundary,
etc. We might also want to study knots or links, so perhaps some extra structure
on our n + 1-manifolds consists of a properly embedded codimension k (typically
k = 2) submanifold, or even a properly embedded graph of some sort.

We wish to study the homeomorphism problem, so we take our morphisms to be
homeomorphisms (or diffeomorphisms) which preserve the extra structure, rather
than all continuous maps (in marked contrast to the case for cohomology theories).
Because we are interested in cut-and-paste along codimension 1 submanifolds, we
need to consider n-dimensional manifolds and their homeomorphisms also. The
corresponding extra structure should be present.

A good start is the following. Let M,, ;1 denote the category of oriented compact
manifolds of dimension n + 1 with possibly nonempty boundary, with homeomor-
phisms as the morphisms. Let M,, denote the category of closed oriented compact
n-manifolds. There is a boundary functor d : M,,;; — M,, which takes a manifold
M to its boundary M. Let A denote the category of finite-dimensional complex
vector spaces and isomorphisms (or, more generally, R-modules and isomorphisms
for some commutative ring R).

Then, motivated by the discussion of the previous section, we can define an
n + 1-dimensional TQFT to be a pair (V, Z) where:

(i) V is a functor
V:M,—> A

satisfying the following:

(a) There is a natural identification of V(—X) = V(X)*.

(b) There is a natural identification V(Z; U X5) = V(X)) ® V(X)).
(c) V@) =C.

(il) Z is a natural transformation from the functor T : M, ;| — A taking every n + 1-
manifold to C and every homeomorphism to the identity to the functor V o 9. Thatis, Z
assigns a homomorphism Z(M) : C — V(d M) (equivalently, the element Z(M)(1) =
Z(M) € V(dM)) to each M € M,,,. The assignment Z satisfies:

(@) (Collar) Z(Ex I)=I1de V(X uX)=VX)*® V(X)=Hom(V(X), V(X)).
(b) (Disjoint union) If M = M| L M, is a disjoint union, then

Z(M) = Z(M) @ Z(M>) € V(IM1) @ V(dM>) = V(IM, L1 I M>).

(¢) (Pasting) If oM = F,and ¥ C M is a closed surface in the interior of M, so that
oM., = FU—X 11X, then

(ZMcwr)) = Z(M) € V(F),
where ¢ : V(F U —X U X) — V(F) is the contraction

VIFU-SUZ)=V(F)®V(E)® V(E) > V(F)®C = V(F).
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To have any hope of being able to compute “from the axioms,” one would surely
need a more detailed list of axioms, which includes cutting along n-manifolds X
with nonempty boundary properly embedded in M. This might require M, to be
defined as the category of compact #n 4+ 1-manifolds with boundary and corners up
to codimension 2, and M, to be compact n-manifolds with boundary, and M,,_;
to be closed n — 1-manifolds. (For example, consider cutting the 2-disk D? =
{x e R? | ||x|| < 1} along the properly embedded arc A = [—1, 1] x {0}.) More
sophisticated theories might require looking even deeper, i.e., allowing corners of
higher codimension.

As more precise properties are proscribed, one expects a more computable
theory, but in any specific example it may be hard (or impossible) to establish the
desired properties.

1.4 Donaldson-Floer theory
1.4.1 Outline of the construction and properties

Donaldson—Floer theory is roughly a 34-1 theory. It did not develop from the TQFT
perspective, but fits (loosely) into the framework. We outline its construction,
but the novice should understand that the precise mathematical definitions and
constructions are complicated, particularly in their analytical aspects. Two careful
expositions of this topic are [8] and [7].

To begin with, we outline the construction for closed and simply connected
4-manifolds. Given a smooth closed 4-manifold M, a principal SU(2) bundle
w: P — M over M is uniquely determined by its second Chern class c;(P) €
H*(M) =7. An SU(2) connection, a, on P is a choice of a subspace H, C
T, P at each point p € P such that the composite H, C T, P an T7 (M is an
isomorphism. The precise definition can be found in any geometry book. The
important properties are as follows (here Q! w(ad P)=C RANT*(M) ® ad P)
denotes the vector space of differential i-forms with values in the Lie algebra
vector bundle associated to P):

(i) A connection a gives a way to take directional derivatives of sections of vector bundles
E associated to P. The directional derivative is denoted d, : C*°(E) = QS’W(E ) —
C®(T*M ® E) = Q),(E).

(ii)) A connection a has a curvature 2-form F(a) € lew(ad P) which obstructs the com-
muting of second directional derivatives (F(a) = dg).

(iii) The space of all SU(2) connections A(P) on P forms an infinite-dimensional affine
space modeled on Q! ulad P).

(iv) The infinite-dimensional Lie group G(P) (with Lie algebra Q‘j,,(ad P)) of automor-
phisms of P acts on A.
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The (square of the) L? norm of the curvature of a connection defines the Yang—
Mills action:

Y M(a) = / | F(@)|Pdvoly,
M

which is constant on G(P) orbits, and hence descends to the orbit space A(P)/G(P).
Chern—Weil theory implies that when c,(P) < 0 then Y M(a) > —8m?c,(P). Thus
if a connection a satisfies Y M(a) = —8m2c,(P), it realizes the absolute minimum
of Y M(a). Such connections are called instantons. They are also called anti-self-
dual (ASD) because they satisfy the equation %« F(a) = — F(a). Here * denotes the
Hodge x-operator acting on 2-forms; this operator induces the Poincaré duality
isomorphism on harmonic forms. (There are no instantons on P if ¢;(P) > 0, but
changing the orientation of M changes the sign of c,(P).)

The moduli space M(P) of instantons on P — M is defined to be the quotient

M(P) = YM ™ (=87%c,(P))/G(P). (1.15)

After perturbing the action Y M slightly if needed, and with the additional topo-
logical hypotheses b*(M) > 2 on M, M(P) is a smooth orientable (typically
noncompact) manifold of dimension

dimM(P) = —8c2(E) — 3(x(M) + o(M)).

(See Equation (1.1) and the last paragraph of Section 1.2) A choice of orientation
of a maximal positive definite subspace of H,(M;R) determines an orientation of
M(P).

What one does next is technical, but the following comment may help. Given
a manifold B, one way to distinguish submanifolds of B is to pair them with
cohomology classes of B. In other words, if M; and M, are n-dimensional (closed,
oriented) submanifolds of B, then one can ask whether (M) # «(M;) for some
cohomology class o € H"(B). What follows is an application of this idea when
B = A(P)/G(P) and M| = M(P).

Thereisamap u : Hy(M) — H?(M(P)) which (essentially) takes an embedded
smooth 2-manifold F C M representing o € Hy(M) to the first Chern class of
the line bundle Lz — M(P). Here L is the (Quillen) determinant line bundle
over M(P), a bundle whose fiber over a € M(P) is the complex line (AP ker
A)* ® (A°Pcoker ) for an appropriate Dirac operator ¢ on F coupled to the
(restriction to F of) a.

With some hard work due to many people, including Donaldson, Taubes, and
Uhlenbeck, one can define integer-valued diffeomorphism invariants of M for M
a 4-manifold with the following extra structure:

(i) M is closed,
(il) M is oriented,
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(iii)) M is simply connected,
(iv) b*(M) =2,
(v) apositive integer k is given such that 8k — %(X(M) + o(M)) is even, say 2ny,
(vi) ny classes xi, xa, ..., X, in Hy(M) are specified,
(vii) an orientation of a maximal positive definite subspace of H>(M;R) is specified.

Note that a diffeomorphism ¢ : M — M’ preserves (or pulls back) all this structure.
To this data, associate

D(M) = (u(x) U+ U u(xy)) € H™(M(P)) = Z,

where H2"*(M(P)) denotes the compactly supported cohomology of M(P).
Equivalently, count the number of points in the intersection of the vanishing loci
of sections of each line bundle L, where F; C M represents x;. This is most eas-
ily understood in the special case when 8k — %( X(M) + o(M)) = 0, in which case
there are no x; and D(M) is just the count (with signs) of the (compact, hence finite)
0-dimensional space M(P), i.e., the algebraic count of instantons on P — M.

No doubt this is a massively complicated and technical definition, and the proof
that it is well defined, independent of all the auxiliary choices (such as a Riemannian
metric) used to define it, and is a diffeomorphism invariant of M with this extra
data is difficult. However in the 25 years that this subject has existed, the path one
follows in proving such facts has become clear, if not simple. Indeed, Seiberg—
Witten (SW) theory has largely replaced Donaldson’s instanton theory because on
the one hand the gauge theory framework had become mainstream by the time
SW came along, but also because many of the analytic features of SW theory are
simpler than those of Donaldson theory.

Nevertheless, for a decade, Donaldson theory was the only game in town for
smooth 4-manifold topology. At the end of this section I will list some of the many
important theorems proven using this technology.

So far I have not made much progress towards describing any TQFT-like struc-
ture: what has been accomplished is the definition of an invariant for closed 4-
manifolds (with all the extra structure). We still need a theory of 3-manifolds, and
this is provided by Floer’s instanton homology.

Some hints on how to proceed have already appeared. First, the Yang—Mills
action (given by the L? norm of the curvature of a connection) is borrowed from
physics; indeed, this action was studied by particle physicists interested in phe-
nomena arising on considering non-abelian structure groups, like SU(2). Second,
it is known in physics that functional integrals of the type

f ekiS
F
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can sometimes be understood (approximated or asymptotically computed as k —
o0) in terms of data (the signature and determinant of the Hessian) coming from
the critical points of the action S (the method of stationary phase). Since the set of
absolute minima of the Yang—Mills action is the space M(P), one then expects to
find a relationship between the path integral and invariants derived from M(P).

The construction of the corresponding V(%) for a 3-manifold ¥ is intuitively
simple. For technical reasons one needs to assume that X is a closed 3-manifold
with the same homology as S°. Any principal SU(2) bundle P over ¥ is necessarily
topologically trivial, P = X x SU(2). One denotes by A(XZ) the space of su(2)
connections on the trivial bundle, and by G(X) the corresponding group of bundle
automorphisms. Then the Chern—Simons action previously defined gives an R/Z =
S'-valued function:

CS: AZ)/G(2) — S, al—>fTr(da/\a+%a/\a/\a). (1.16)
P

Building on work of Taubes [49], Floer [14] viewed this as a Morse function
on the infinite-dimensional singular manifold A(X)/G(¥) and constructed the
corresponding chain complex.

Digression on Morse theory

Recall that Morse showed how a generic function f : M — R on a closed (finite-
dimensional) manifold gives rise to a chain complex.

Morse proved every smooth function f : M — R is arbitrarily close (in the C” topol-
ogy) to a function for which every critical point m € M (a critical point of f is a point
m € M satisfying df,, = 0; other points are called regular points) has a parameterized
neighborhood (U, p) = (R”, 0) such that in these coordinates,

2 2 2 2
fOor, oo X)) =—x{ — - —X; + X + -+ X,

Thus critical points are isolated, and hence on a compact manifold finite.

The number i is called the Morse index of f at p. The implicit function theorem implies
that at a regular point coordinates can be chosen so that f(xi, ..., x,) = xi. A gradient
flow line for f, defined in terms of a fixed Riemannian metric on M, is a smooth path
o : R — M such that (¢/(t), X) = dfyq)(X) forall t and X € T, \M.

Morse takes the free abelian group C; (M) generated by this set of critical points of index
i. Then a differential 9 : C;(M) — C;_;(M) is defined by setting

ap=>_[p.qlq,
q

where the integer [ p, ¢] is defined to be the number of gradient flow lines o« : R — M of f
(counted with sign, i.e., taking a certain orientation into account) limiting to p ast — —o0
and to g as t — 00. (The number of flow lines from x to y is finite if the Morse index of y
is one less than the Morse index of x.)
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Then 32 = 0, and the homology of the chain complex (C.(M), d)

kerd : C;(M) — C;_ (M)

H(M) = image 3 : Cip1(M) — Ci(M)

is isomorphic to the ordinary (e.g., singular) homology of M. An exposition of this topic
can be found in Milnor’s classic text [32].

Floer applied these notions to the infinite-dimensional manifold A(X)/G(Z),
viewing the Chern—Simons function CS as a Morse function. Floer showed that
92 = 0 and that the homology is independent of the (appropriate) perturbation of
CS and the choice of Riemannian metric on X.

This produces the instanton chain complex 1C.(X), and its homology, called
instanton homology, produces the abelian group I H,(X). This group plays the role
of V(X), i.e., we set

V(D) = [H.(D).

In fact 1 H.(¥) is a topological invariant of 3. The fact that CS is a circle-
valued function, rather than a real-valued function, introduces some subtleties; for
example, the Morse index is only well defined modulo 8, and so I H.(X) is Z/8
graded. (We are allowing V (X) to be an abelian group rather than a complex vector
space.)

The generators of /C,(X) are the critical points of CS. A straightforward cal-
culation shows that these critical points are precisely the equivalence classes of
connections a whose curvature F'(a) equals zero, the flat su(2) connections on X.
It is well known that the space xsy2)(2) of gauge equivalence classes of SU(2)
flat connections on £ (or G connections for any compact Lie group) is a real-
algebraic variety homeomorphic to the conjugacy classes of representations of the
fundamental group m(X):

xsue)(Z) ={a € A(2) | F(a) = 0}/G(X) = Hom(rr; (), SU(2))/conjugation.

The fundamental group is the most important invariant of a 3-manifold, and so
the critical points of C'S can be understood in terms of this important algebraic
topological invariant. Indeed, an algebraic count of the points in xsy2)(X) gives
Casson’s invariant [1,49], a manifestly topological invariant whose construction
solved several important problems in low-dimensional topology and motivated the
enormous growth in the study of combinatorial invariants of 3-manifolds. (From
the current perspective, Casson’s invariant is just the alternating sum of the ranks
of the instanton homology groups.)

For disconnected manifolds ¥ = ¥; LI ¥,, one defines inductively / H,(X) to
be the tensor product I H,(2) ® I H.(X,). It is a bit tricky to justify V(@) = Z,
for the empty manifold admits no connections (and hence no flat connections). If
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one tries to avoid this problem by working with the three-sphere S, one runs into
some difficulties in that the only flat connection on S° is the trivial connection up to
the G action (the only representation of the trivial group is trivial). Moreover, one
really needs to remove the trivial connection as a generator of / C,(X), because the
quotient A(X)/G(X) is not a manifold near the trivial connection. These problems
are serious enough to prevent viewing Donaldson—Floer theory as a bona fide
TQFT.

The differential d : 1C;(¥) — IC;_(¥) provides the connection between
instanton homology and the Donaldson invariants, and in fact explains the name
“instanton homology.” This works as follows. A gradient flow line for the Chern—
Simons functional CS is a path a;, t € R such that

dCS,,(X) = (a,, X) forall # and X € T, (A(X)/G(X)). 1.17)

To make sense of this, we first need to explain in what sense the infinite-
dimensional manifold A(X)/G(X) is a Riemannian manifold. This is done using
the L? inner product on A(X). Now, A(X) is an affine space with linear model the
space of su(2)-valued 1-forms 5212 ® su(2) on X; thus, given any a € A(X),
the tangent space T,.A(X) is canonically identified with the vector space QL ®
su(2). Thus we define the Riemannian metric on A(X) as an L? inner product:

(X,Y) = /(X, Y)dvols  for X,Y € QL ® su(2), (1.18)
)

where (X, Y), denotes the inner product in the fiber over s € X of the bundle
of su(2)-valued 1-forms (explicitly, (X, Y), = tr(X; A %Y;), where * denotes the
Hodge * operator on ¥ and ¢r the trace on 2 x 2 matrices). The inner product is
preserved by the G(X) action and descends to an appropriate Riemannian metric
on the quotient A(X)/G(X). This explains the inner product in Equation (1.17).
A straightforward calculation using Equations (1.16), (1.17), and (1.18) and the
formula for the curvature in terms of 1-forms, F(a) = da + %a A a, shows that
the gradient flow equation can be rewritten in the form
R 1.19
o = (ar). (1.19)
A path of functions f; : R — Maps(A, B) canbe viewed as a function R x A —
B by the rule (¢, a) — f;(a). In the same way, a path of connections 4, on X can
be viewed as a single connection (which we denote a) on the 4-manifold R x X.
A simple calculation shows that on giving R x X the product Riemannian metric,
Equation (1.19) is converted into the instanton equation

x4F(a) = —F(a)
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on R x X. Up to the action of G this works in reverse as well: an instanton a on
R x ¥ (with finite L? energy) can be gauge transformed to the form a = qa, for
some path of connections on ¥ that is a gradient flow line for the Chern—Simons
action; in particular, the limits as + — 400 are critical points of CS, i.e., flat
connections on .

Recall that in the formula 9p = ) P> alq, the expression [p, g] denotes the
algebraic count of gradient flow lines between critical points p and ¢. In our
context this is just the count of instantons on R x X. This establishes the link
between instanton homology and Donaldson’s invariant, which counts instantons
on closed 4-manifolds.

Now to continue building in the TQFT apparatus, one would like to define
D(M) € IH,(X) when M is a 4-manifold with nonempty boundary (with extra
structure as in the closed case), and then to prove a gluing theorem. The details are
even more daunting than what has come so far, so I only give the barest of outlines.

Given a 4-manifold M with boundary ¥ and a principal su(2) bundle P over
M, add a collar [0, co) x X to M (call the result M), and for each fixed critical
point a of CS on X, consider the instanton moduli space

M(P,a)
={AcA(P)| * F(A) = —F(A), |[F(A)|l1> < 00,[1_1230 Alixs = a}/G(P)

— in other words, the moduli space of finite Yang—Mills energy instantons over
M which limit to the flat connection @ on X. As before, use cohomology classes
x; € Hy(M) and the map w : H(M) — H*(M(P, a)) to cut down this moduli
space until it is a O-dimensional, compact oriented (using an orientation of Hy(M)
as in the closed case) manifold, i.e., a finite number of signed points. The sum of
these signs gives an integer n,. Then take

D(M) = Z ng-a € TH,(X).

aecritCS

This leaves the problem of gluing, which is analytically the greatest challenge in
this subject and, although I didn’t mention it before, has already come up at every
stage in the construction. The question is: How does one glue instantons on one
4-manifold to instantons on another 4-manifold which share a common boundary
to produce an instanton on their union?

Changing the orientation of ¥ does not change the critical points of CS,
and so the generators of the chain complexes IC,(X) and IC,(—X) are the
same, although their Morse indices are different. One defines an inner product
1C.(¥) x IC,(—%) — Z using instantons again: given a generator of /C.(X)
(i.e., a flat connection a € IC,(X)) and similarly a generator b € IC.(—X),



The impact of QFT on low-dimensional topology 29

define (a, b) to be the signed count of the finite-energy instantons on R x X
that limit to a as t — —oo and b as t — oo. This descends to an inner product
IH.(X) x [H(—%X) —> Z.

Suppose then that M| and M, are 4-manifolds, with M| = ¥ and oM, = —X.
Welet M = M| Uy M, be the closed manifold obtained by gluing them along their
boundaries; equivalently M., = M, U M,. Now D(M,) € I H.(¥) keeps track of
how many instantons on M; U ([0, oo) x X) limit to each flat connection a on X.
(We suppress any mention of the x;, which may be needed to cut down the moduli
space. Note, however, that the Mayer—Vietoris sequence allows us to relate H,(M)
with Hy(M1) & Hy(M3).)

Similarly, D(M;) € I H,(—X) keeps track of how many instantons on M, U
((—00, 0] x X¥) limit to each flat connection b on —X. The proof of a gluing
formula of the form

D(M) = (D(M)), D(M>))

is typically carried out by a “stretch the neck” argument. One makes use of the
metric independence of all the invariants to find a sequence of metrics which allows
one to identify an exhausting subset of M(M) as the union of M(M;), M(M,),
and M(R x X). The sequence of metrics is obtained by identifying a tubular
neighborhood of ¥ in M with (—e, €) x X, and then stretching in the normal
direction, i.e., replacing (—e¢, €) by (—R, R) where R — o0. Conversely, given a
triple of instantons in M(M,), M(M,), and M(R x X), one uses cutoff functions
to glue them together to get a near-instanton on M, which, by PDE methods, is
then shown to lie close to an instanton.

1.4.2 Some results proven using Donaldson—Floer theory

The results obtained using the theory of instantons on 4-manifolds were spec-
tacular breakthroughs in geometric topology. To fully appreciate them it helps to
know a little bit of the high-dimensional manifold theory (i.e., surgery theory),
in that perhaps the main lesson learned is that smooth 4-dimensional topology is
completely unlike higher dimensions (dim > 5) or lower dimensions (dim < 3).
Moreover, the contrast with fopological 4-manifold theory sharpens this distinc-
tion. The important results of Freedman [15] showing that, if one ignores smooth
structures, 4-manifolds behave similarly to high-dimensional manifolds, appeared
at roughly the same time as Donaldson’s first breakthrough.

Donaldson proved [5] that a simply connected smooth 4-manifold M with
b~ (M) =0 (i.e., with positive definite intersection form) has a standard inter-
section form, i.e., there exists a basis {x;} for the free abelian group H?(M) such
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that x; Ux; = §; ;. Using Freedman’s theorem, the conclusion reads that M is
homeomorphic to a connected sum of CP?s.

Shortly after, building on ideas of Freedman, Donaldson, and Gompf, Taubes
proved [51] that R* admitted uncountably many distinct (i.e., nondiffeomorphic)
smooth structures.

One important result [6] is that the cut-and-paste machinery described can be
used to show that if the closed 4-manifold M is the connected sum of two manifolds
M = M #M,, then D(M) = 0. This provides a way to prove that manifolds are
homeomorphic but not not diffeomorphic to connected sums.

Donaldson theory is well suited to study Kahler surfaces, and in particular
algebraic surfaces over C. This is because the instanton equations can be perturbed
on such manifolds to take a special form whose solutions can be understood using
the tools of algebraic geometry. Namely, the instanton moduli spaces on a Kahler
manifold M can be identified with the moduli space of stable holomorphic rank 2
bundles over M. In particular, it can be shown in many cases that D(M) is nonzero
when M is a Kahler surface. As a consequence, Donaldson showed that there exist
smooth complex surfaces that are homeomorphic but not diffeomorphic.

This approach was pushed much farther by many mathematicians, notably
Friedman and Morgan [16]. For example, they proved that up to holomorphic
deformation, there are only a finite number of algebraic surfaces within a given
diffeomorphism type.

Further results include calculations by Kronheimer and Mrowka [63], Fintushel
and Stern [11, 12], and others on how the invariants D(M) behave under various
cut-and-paste operations.

There have also been important contributions to 3-dimensional problems. An
early consequence concerns the following problem about knots K : S' C §3: when
is such a knot the boundary of a smoothly or continuously embedded disk D> C D*?
If yes, the knot K 1is called smoothly or topologically slice. The set of knots
modulo slice knots forms an important but mysterious group. Many examples of
knots which are topologically but not smoothly slice have been constructed (see,
e.g., [20]).

Other results include the work of Fintushel and Stern [11], who computed
the instanton homology of a class of 3-manifolds (the Seifert-fibered homology
spheres) and proved that certain infinite families of Seifert-fibered homology
spheres are linearly independent in the (abelian) homology cobordism group. (This
is the group of all oriented 3-manifolds ¥ homology-equivalent to S* modulo the
equivalence relation that identifies ¥; and X, if there is a 4-manifold M with
oM = ¥ U —X; such that M has the homology of S3 x [0, 1].) The calculation
of this group is needed to solve the problem of deciding whether all manifolds (in
all dimensions) are triangulable.
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1.5 Seiberg—Witten theory

In 1994 Seiberg and Witten published the article [47] which introduced a new PDE,
the Seiberg—Witten (SW) equations, into the study of 4-manifolds. By this point
the framework of gauge theory coming from Donaldson theory had become part
of the arsenal of 4-dimensional topology. Applying the Donaldson—Floer machine
is difficult for several reasons, including the fact that the structure group SU(2)
is non-abelian, but most seriously because the instanton moduli spaces M(P) are
noncompact, and their natural compactifications tend to be quite complicated.

By contrast, although the SW equations are a bit more complicated algebraically
than the instanton equations, they are based on the structure group U (1), and, most
importantly, the SW moduli space (solutions of the SW equation modulo bundle
automorphisms) is compact. This was quickly recognized to be a fundamental
simplification, and it is fair to say that SW theory immediately replaced Donaldson
theory as the tool of choice to study smooth 4-manifolds.

Since the introduction of SW invariants for closed manifolds, cut-and-paste
constructions have figured prominently in the applications. Constructing a 3+41-
dimensional TQFT from SW theory is an ongoing project. I will outline how SW
invariants are constructed, but much more briefly than I did for the Donaldson
theory, hopefully to illustrate some similarities and highlight the differences.

1.5.1 Spin‘ structures

As with Donaldson invariants, the SW invariants of a closed 4-manifold M are
defined from a moduli space of solutions to a nonlinear PDE on M. The equations
depend on a choice of Spin© structure, which we now define.

The group SO(n) has fundamental group Z/2 for n > 2, and therefore has a
connected 2-fold cover Spin(n) — SO(n). Whenn = 2, SO(2) = U(1) and has a
2-fold self-cover U(1) — U(1), z — z>. The group Spin(n) x U(1) thereby inher-
its a diagonal Z /2 action, and one defines the quotient group

Spin‘(n) = (Spin(n) x U(1))/Z/2.
The 2-fold covers give two Lie group homomorphisms
Spin‘(n) — SO(n), [s,ul+— [s], and Spin‘(n) — U(1), [s,u] — u>.
(1.20)

An oriented n-manifold M is a manifold whose tangent bundle admits transition
functions to SO(n). Thus we define a Spin‘(n) structure to be (an equivalence
class) of lifts of these transition functions to Spin‘(n) using the first projection of
Equation (1.20). Equivalently, a Spin® structure is a principal Spin‘ bundle P, — M
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which lifts the principal SO (n) frame bundle F M — M of M with respect the first
projection.

Dold and Whitney proved that all oriented 4-manifolds admit Spin©(4) structures
[4]. Because oriented 3-manifolds have trivial tangent bundles, they admit Spin©(3)
structures. We denote by S(M) the set of Spin® structures on M. Elementary
obstruction theory shows that S(M) is in (noncanonical) bijective correspondence
with H*(M; 7).

Given a Spin€(n) structure s on an n-manifold, the first projection of Equation
(1.20) recovers the orientation of M, and the second projection determines a U (1)
bundle over L, — M. Denote by c;(s) € H>(M;Z) the first Chern class of the
U(1) bundle L. Another way to explain this is as follows. Let P; denote the
corresponding principal Spin(n) bundle, FM — M the SO(4) frame bundle M,
and L, the U(1) bundle. Then P; fibers over F M and also over L, corresponding
to these two Lie group homomorphisms.

The representation theory of Spin€(n) is known, and has special properties which
allow the construction of a complex vector bundle S — M called the spinor bundle.
Moreover, given a connection A on the U(1) bundle L, one can construct a self-
adjoint operator D, : C*°(S) — C*(S) called the Dirac operator coupled to A.

1.5.2 OQutline of the construction of SW invariants for closed 4-manifolds

On a 4-manifold M with Spin‘(4) structure s € S(M), the spinor bundle splits as
a sum of two bundles, S = ST @ S, and the Dirac operator splits accordingly:
Df 1 C®(8%) — C™(ST). Set A to be the product of C*(S*) and the space C(P)
of U(1) connections on Ly,

A= C>®(ST) x C(P).

The group G = Maps(M, U(1)) acts on A. One thinks of G as the subgroup of
automorphisms of the principal Spin©(4) bundle P; which cover the identity on the
frame bundle FM.

The SW equations on M associated to the Spin©(4) structure are defined for
(¥, A) € Aby

Dy(y) =0,
F(A) +=xF(A) = q(¥),

where F(A) € wa ® C denotes the curvature of A, and g : C®°(St) — Qﬁ,, ®C
is a certain quadratic (and algebraic) function. In other words, (1, A) satisfies the
SW equations if it is sent to zero by the function

SW : C®(ST) x C(P) = C®(§7) x (2, ® C),
(W, A) = (Da(y), F(A) + *F(A) — q(y)).
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The action of G preserves solutions, and so the Seiberg—Witten moduli space
associated to the structure s € S(M) is defined to be

MM, s)=SW0,0)/G.
The basic facts about M(M, s) are:
(i) M(M, s) is a closed manifold of dimension
d = (c1(s)* = 2x(M) = 30(M))/4

(for generic small perturbations of the SW equations, and if b*(M) > 1).

(ii) Orientations of H;(M;R) and a maximal positive definite subspace of H*(M;R)
determine an orientation of the moduli space M(M, s).

(iii) There is a canonical element u = ¢;(£) € HX(M(M, s); Z). Here L — M(M, s)
is the U(1) bundle corresponding to the basepoint fibration. That is, let Gy C G
denote the subgroup of Maps(M, U(1)) sending the basepoint to the identity. Then
L =SW0)/G.

Except for compactness of M(M, s), these facts follow much in the same way
they did in Donaldson’s theory. Compactness is a consequence of a-priori bounds
that are known to hold because of the special properties of Dirac operators, and
this is the main property that distinguishes SW from Donaldson theory.

One can now define the SW invariants of a closed 4-manifold M, together with
a choice of Spin(4) structure and an orientation of its homology, to be

SW(M, s) = p?(IM(M, 5)])

when d is even, and 0 otherwise. In other words, view u as a 2-form on M(M, s),
and take the integral

SW(M,s):/ UAJA- AL
M(M,s)

The simplest case occurs when d = 0: SW(M, s) is then just a signed count of
a finite number of points. It is conjectured that if d > 0, then SW(M, s) = 0, in
other words, that one need only consider the 0-dimensional case.

Changing the orientation of the homology of M (item (ii) in the preceding list)
at most changes the sign of SW(M, s), and so SW is typically considered as a
function

SWy : S(M) — Z.

In other words, the partition function for SW theory is defined on the category
of closed 4-manifolds with Spin¢ structure, and Spin‘-preserving diffeomorphisms
preserve SW invariants.
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I will omit the discussion of how one constructs a TQFT, including the del-
icate issues of gluing formulae. Much deep work has been done by Taubes,
Mrowka, Kronheimer, Ozsvath, Szab6, Morgan, and many others. The book [27] by
Kronheimer and Mrowka treats the formal construction of a TQFT, taking the point
of view of Morse theory of the Chern—Simons—Dirac functional on a 3-manifold
defined by

S(p, A) = —5 /Z(A — Ag) A (F(A) = F(Ag) + 5 L(DA(W), ¥)dvoly.

In this definition, a Spin‘(3) structure s on a 3-manifold ¥ is fixed. Then ¥ is a
section of the corresponding spinor bundle § — X, A a connection on the U(1)
bundle associated to s, and D4 the corresponding Dirac operator.

This is used to construct chain complexes and abelian groups HM «(2,s) and
HM (X, s), called monopole Floer homology groups, for each 3-manifold ¥ and
Spin€(3) structure s on X. Then 4-dimensional cobordisms induce homomorphisms
on the monopole Floer homology groups.

1.5.3 Some results obtained from Seiberg—Witten theory

Like Donaldson invariants, SW invariants vanish for connected sums. This gives
a method to show that certain manifolds are irreducible, i.e., not diffeomorphic
to connected sums, provided one can compute their SW invariants. For Kahler
surfaces this is straightforward, and led to much quicker proofs of irreducibility
of Kahler surfaces. But Taubes proved that closed simply connected symplectic
4-manifolds (M, w) satisty SW(M, s,,) = £1 [52]. Here s, is a Spin® structure
canonically associated to the symplectic form w.

A symplectic manifold (M, w) is a smooth manifold M of even dimension with a 2-form
OXS Q%,, which is closed (dw = 0) and nondegenerate (w(X, Y) = 0 for all Y implies X =
0). Every Kahler manifold (and hence smooth projective complex variety) is symplectic.
But the notion is much less rigid than the Kahler condition. Small (closed) perturbations of
a symplectic form remain symplectic, because the nondegeneracy condition is open. This
permits one to make many cut-and-paste constructions of symplectic manifolds which have
no counterpart in Kahler geometry. See Gompf’s article [21].

In particular, one can now show that many 4-manifolds known to admit sym-
plectic structures cannot be diffeomorphic to connected sums, even though they
are homeomorphic to connected sums. This result, combined with the results of
[21], spurred an explosion in the study of symplectic 4-manifolds and their 3-
dimensional analogues, contact 3-manifolds. In another direction, one can use
Taubes’s result to prove that there exist many smooth manifolds homeomorphic
but not diffeomorphic to symplectic manifolds.
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Symplectic topology is interesting to geometric topologists because, on the
one hand, the existence of a symplectic (or tight contact) structure guarantees the
nontriviality of the SW invariants. On the other hand, these structures are much
more flexible than Riemannian, holomorphic, or algebraic structures, and thereby
amenable to cut-and-paste operations. Moreover, contact structures on 3-manifolds
have a close link to the theory of foliations of 3-manifolds, a subject extensively
studied by Thurston, Gabai, and others in the 1980s, and a continuation of the
classical 3-manifold theory of Dehn, Haken, Waldhausen, and others. Thus this
development has formed an important bridge between gauge theory and classical
3-manifold theory.

Another important set of problems that were attacked using SW theory are the
minimal-genus problems. In a 4-manifold M every class « € Hy(M) is represented
by an embedded oriented surface F C M in the sense that a triangulation of F
represents the cycle «. The problem is to determine, for a given M and o, what
is the minimal genus smoothly embedded surface F representing «. The problem
manifests itself in many contexts, perhaps most notably knot theory.

For example, for CP2, we have H>(CP?) = Z, generated by a hyperplane
CP' c CP?. It is known that any smooth algebraic curve in CP? described as
the zero locus of a degree n polynomial has genus %(n — 1)(n — 2) and represents
the class n € H>(CP?). The Thom conjecture asserts that this cannot be improved
by considering smooth surfaces rather than algebraic curves. More precisely, if
F C CP? is a smoothly embedded surface that represents n € H,(CP?), then the
genus of F is atleast %(n — 1)(n — 2). This was proven by Kronheimer and Mrowka
in [28]. (The Thom conjecture is false topologically, i.e., for continuously but not
smoothly embedded surfaces [29].)

A bit later Ozsvath and Szabé [35] vastly generalized this result by showing
that an embedded symplectic surface in a closed symplectic 4-manifold is genus
minimizing. In fact they proved an adjunction inequality for surfaces in manifolds
with simple type (a class of smooth 4-manifolds that includes all symplectic 4-
manifolds and is conjectured to include all smooth 4-manifolds). This inequality
says thatif SW(M, s) # 0 and o« € H,(M) is represented by a smoothly embedded
surface F' C M, then

2 genus(F) —2 > o - o + |c1(s)()].

These and many other theorems, including determining the effect of blowing
up (taking a connected sum with —CP?) [12], or cutting and pasting along T3
[33, 35,50], on the SW invariants are obtained by proving delicate gluing the-
orems for solutions to the SW equations. This has led to new results about the
nonuniqueness of smooth structures on 4-manifolds. Fintushel and Stern’s knot
surgery method [13] shows that most smooth closed compact 4-manifolds admit
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infinitely many nondiffeomorphic smooth structures (given a knot K € S* and a
simply connected smooth 4-manifold M containing a suitable torus, they show
how to construct a smooth 4-manifold Mg whose SW invariants differ from those
of M by the Alexander polynomial of K.) Fintushel and Stern have conjectured
that every 4-manifold which admits one smooth structure admits infinitely many
nondiffeomorphic smooth structures.

Another important set of results concerns inequalities that the signature o (M)
and Betti numbers b; (M) = rank(H;(M)) of a smooth manifold must satisfy. Furuta
[17] proved that if M is simply connected and admits a Spin(4) structure, then

ba(M) = 3o (M)] +2.

(The 11/8 conjecture asserts that by(M) > % |o(M)| for simply connected spin
4-manifolds.) Taubes proved that if M admits a symplectic structure and is simply
connected, then 2x (M) 4+ 30 (M) > 0.

These are strong restrictions, which fail for 4-manifolds which do not admit
smooth structures.

There are many more results, including the existence and nonexistence of com-
plex, or symplectic, or smooth structures on 4-manifolds, and further results in knot
theory. It is fair to say that SW theory has revealed that the study of 4-manifolds is
an extremely rich and (at least at the present) mysterious subject.

1.6 Heegaard-Floer homology

The final 3+ 1 TQFT I will describe is the Heegaard—Floer theory introduced
by Oszvéith and Szabd in 2001 [36]. Since its introduction there has been an
explosion of results in all aspects of 3- and 4-dimensional topology. Most of the
theorems proven using Donaldson and SW theory have alternative proofs using
Heegaard—Floer theory. Many new results in knot theory and contact 3-manifold
theory have been obtained, and a robust bridge to classical 3-manifold theory has
been produced. Moreover, the TQFT philosophy is central in the construction of
Heegaard—Floer theory. Finally, although the construction of this machine requires
some of the hard analysis of moduli spaces, in a more recent development new
combinatorial methods have been discovered, i.e., constructions and calculations
of Heegaard—Floer invariants that do not require analytic methods at all. For “old-
school” topologists, this is a welcome development.

The survey articles [37,38] by Oszvath and Szabé outline the constructions and
some results, and our exposition draws from these articles.

1.6.1 Lagrangian Floer homology

To begin with, before Floer defined instanton homology, inspired by ideas of
Gromov, he defined a different homology, called Lagrangian Floer homology,
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Fig. 1.7. A J-holomorphic disk D from x to y

associated to a symplectic manifold (M, w) and a pair of Lagrangian submanifolds
Lo, Ly C M.

A Lagrangian submanifold L C M of a symplectic manifold is a submanifold of half
dimension, dim(L) = %dim(M ), such that w restricts to the zero formon L, i.e., w(a, b) =0
foralla,b € T,L,forall £ € L.

Assuming Lo and L; are transverse (and M, Ly, L; are compact), Floer con-
structed a chain complex with chain groups C F the free abelian groups generated
by the intersection points of Ly and L;. The differentials are defined by the formula

dx =Y [x,yly,

y

where the integer index [x, y] is a signed count of the J holomorphic disks from x
to y.

If (M, w) is asymplectic manifold, then there exists abundle isomorphism J : .M — T,.M
such that J> = —Id and such that the inner product (x, y) := w(x, Jy) is a Riemannian
metric on M. This is called a compatible almost complex structure. Each tangent space T,, M
admits a complex structure such that multiplication by i is given by J,, : T,M — T, M.
With D the unitdisk in C, a J-holomorphic diskisamap f : D — M suchthatdf(iv) =
J(df(v)) forve T.,M. If Ly, L, are transverse submanifolds of M and x,y € Lo N Ly,
then a J-holomorphic disk from x to y is a J-holomorphic disk f : D — M such that

) =x, f=H=y,
feelLy ifrel0,x], and f(e')eL, ifte[n, 2n]
(see Figure 1.7).

Gromov showed that in such contexts the space of J-holomorphic disks (modulo
the R action of holomorphic reparameterizations of D fixing %1) is typically a
finite-dimensional manifold, and in suitable contexts a compact oriented manifold.
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Thus one defines [x, y] to be the signed number of points in the space of J
holomorphic disks modulo parameterization whenever this number is finite, and
sets it equal to zero otherwise. Floer showed that in certain situations 3> = 0. In
fact, he also set up a corresponding Morse theory by studying a certain action
functional on the space of paths in M that start on Ly and end at L, such that the
critical points are constant paths, i.e., intersections of Ly and L, and gradient flow
lines correspond to J-holomorphic disks.

The resulting homology group H F(M, Ly, L) contains information about how
the Lagrangian submanifolds are situated symplectically in M. For example, it is
unchanged by Lagrangian isotopies of Ly and L;.

Similar ideas and constructions occur in Gromov and Gromov—Witten the-
ory, quantum cohomology, and other tools used to study symplectic manifolds.
Ozsvath and Szabé had the insightful idea of applying this to a context arising
from a particular description of 3-manifolds, namely in terms of their Heegaard
splittings.

1.6.2 Heegaard splittings of 3-manifolds

Morse theory (again!) shows that every closed oriented 3-manifold ¥ admits a
Morse function f : ¥ — R with one minimum (i.e., Morse index 0) point m
satisfying f(m) = 0, with g Morse index 1 critical points p; satisfying f(p;) = 1,
with g Morse index 2 critical points ¢; satisfying f(g;) = 2, and with one maximum
n satisfying f(n) = 3 (this is called a self-indexing Morse function).

The closed, oriented 2-manifold F = f *1(%) C X iscalled a Heegaard surface,
and splits M into two manifolds

Hy=f7'10,3),  Hy=f'(3.3)D.
Thus X has a decomposition
Y = Hy Ur H,.

The manifolds H; and H, are simple 3-manifolds with boundary, called handle-
bodies of genus g. These manifolds are easily described as the solid bounded by
the standard embedding of a genus g surface in R?; see Figure 1.8.

One can find disjointly embedded curves «y, ..., a, in F = 0 H; that bound
disjoint disks Dy, ..., D, in H; in such a way that cutting H; along these disks
yields a 3-ball D? (see Figure 1.9). Similarly one can find disjointly embedded
curves By, ..., Bg in F = 0 H, that bound disjoint disks Dy, ..., D, in H; in such
a way that cutting H, along these disks yields a 3-ball D?.
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(D G G

Fig. 1.8. A solid genus 4 handlebody

o od

o2 o3

Fig. 1.9. The a-curves

Consider the following data, called a Heegaard splitting of X:

(i) asurface F of genus g,

(ii) g disjointly embedded curves «y, ..., a, that cut F into a punctured 2-sphere (the
a-curves),

(iii) g disjointly embedded curves By, ..., B, that cut F into a punctured 2-sphere (the
B-curves).

It is not hard to show that this data determines the 3-manifold X up to diffeomor-
phism. However, ¥ may have many different Heegaard splittings, just as it may
have many Morse functions.

1.6.3 Heegaard-Floer homology

Let Symé(F) denote the g-fold symmetric product of the Heegaard surface F.
Officially,

Sym8(F)=F x F x---x F/S,,

8
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Fig. 1.10. A Heegaard splitting

where the symmetric group S, actson F x F x --- x F by permuting coordinates.
More concretely, Sym&(F) is the set of unordered g-tuples of points on F, with
repetition allowed.

Because F is a 2-manifold, Sym#(F) is a smooth manifold of dimension 2g.
Moreover, a choice of complex structure on F induces a Kahler, and hence sym-
plectic, structure on Sym8(F).

We have a symplectic manifold, so we need a pair of Lagrangian submanifolds
to apply Floer’s construction. These are provided by the o and § curves as follows.
View each «; as a smooth embedding of a circle o; : S' — F. The product map

011x---xag:Slx---xS1—>F><---xF
is an embedding. Moreover, because the «; have disjoint images, the composite
011><-~-><ozg:Sl XX S' > Fx...x F— Sym8(F)

is also an embedding. Its image is a Lagrangian g-torus denoted 7. Similarly the
Bi define a Lagrangian submanifold T C Sym?$(F).

The intersection points of 7,, and T are transverse (because we assume the «;
and B; are transverse). One should think of each intersection point as an unordered
g tuple of intersections of the «; and B;. So for example, for the Heegaard splitting
of Figure 1.10 the set {x1, y1, 21, w1} denotes one intersection point of 7,, and Tg,
and {x1, y1, 21, wy} denotes a different intersection point. For this example, 7}, and
T} intersect in four points.

Ozsvith and Szabd’s idea is to take (a properly modified version of) the
Lagrangian Floer homology of the triple (Sym#(F), T, Tg). The intersection points
of T, and Tg keep track of subtle information about the Heegaard splitting. More-
over, J-holomorphic disks D — Sym#(F) contain information about the combi-
natorics of the complementary regions obtained by cutting F' along the union of
the «; and B;, and how they fit together. Thus the idea of assigning the abelian
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group H F(Sym#(F), T,, Tg) to the 3-manifold ¥ has potential for organizing and
providing deep information about X.

This is indeed what is done to define Heegaard—Floer homology. Actually
Ozsvéth and Szabd use more refined information to produce a more sophisti-
cated set of tools, by taking into account the homotopy class of the J-holomorphic
disks, a Spin°(3) structure on X, and the Maslov index, a certain integer-valued
symplectic invariant of loops on Lagrangian submanifolds. The construction yields
the following.

Theorem 1.6.1
(i) To any closed 3-manifold ¥ and Spin® structure s € S(X) one can assign the graded
abelian groups ITITT*(E, $), HFEF(Z,s), HF (X, s), and HFX(X, s). These are dif-
feomorphism invariants, in particular independent of the choice of Heegaard splitting
of X.
(ii) (Duality) For o = 4, —, or 0o, there is a natural bilinear pairing

HF°(Z,5)@ HF°(—X,5) —> Z.
(iii) These groups fit in long exact sequences; in particular,
oo > HF(S,5) > HFX(Z,s) > HFS(Z,5) > -+
and
o> HF (Z,5) > HFX(Z,5s) > HF(Z,5) —> - -~

are exact. These groups are graded by Q, although for each (¥,s), HF}(XZ,s) is
nonzero only for k € Z + q for some q € Q (which depends on (%, s)).

(iv) (Cobordism property) Given any 4-manifold M with boundary —%, U X,, and s a
Spin©(4) structure on M (restricting to s, and s, on X; and X,), then M induces
a homomorphism Fy, . - HF. (21, s1) —> HF.(Z2, 52) (for o = +, —, or 00) which
induces maps of the long exact sequences. The map Fy ¢ shifts grading by (c1(s)* —
2x(M) —30(M))/4.

(v) (Gluing) Given a cobordism (M, s) from (X1, s1) to (X, s3) and a cobordism (M, t)
Jrom (o, ty = 57) to (X3, 13), let M = M, Us, M>. Then for o = +, —, or 0o,

o o —
FMZJ ° FMl,S - Z Fy .
{ueSM) | ulp,=s, ulp, =t}

The groups ﬁ?(E, s), HF*(Z, s), HF>®(X, s) are conjectured to be equal to
their analogues in SW theory constructed by Kronheimer and Mrowka, and this
has been proved in many cases.

When M is a simply connected closed 4-manifold with 5T(M) > 0, one can
remove two small 4-balls from M and consider the result X as a cobordism from
$3 to itself. The corresponding homomorphism Fx: HF(S®) — HF(S?),
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together with the known calculation H F, (S*) = Z[U] (polynomial ring), allows
one to interpret Fy s as a polynomial. Its coefficients then give integer invariants of
M [39]. These are conjectured to equal the SW invariants of M, and in fact agree
with them (suitably interpreted) in all known calculations.

Virtually all the main results of Donaldson—Floer and Seiberg—Witten theory
have corresponding proofs in Heegaard—Floer (HF) theory. Typically these proofs
are much simpler technically in HF theory. Moreover, the moduli space of J-
holomorphic disks can often be understood, at least well enough to compute some
of the differentials in the HF chain complex.

More interestingly, the technically simpler nature of HF theory allows other
constructions to be made, most notably of a functor H F' for knots in 3-manifolds.
This has led to many new discoveries in knot theory, especially the minimal-genus
problem.

For example, through a remarkable chain of ideas and deep theorems of Ozsvath
and Szabd, Thurston and Eliashberg, Gabai, and others, it has been proved that the
genus of a knot [40] as well as whether a knot is fibered is determined by its HF
invariants [19,34]. Moreover, HF theory has been used to construct new invariants
that bound the 4-ball genus of knots [41].

The genus of a knot K C S, g(K), is the minimal genus of any oriented surface embedded
in $3 with boundary the knot (such surfaces always exist and are called Seifert surfaces).
A knot is fibered if there is a (smooth) fiber bundle (S® — K) — S'. The 4-ball genus of
K, g4(K), is the minimal genus of a (properly embedded) surface in the 4-ball D* whose
boundary is K. Because one can push a surface in S3 into D*, one has g(K) < g4(K).

A recent development, following discoveries of Sarkar and Wang [45], is the real-
ization that many of the HF invariants can be computed (and in some cases defined)
combinatorially, i.e., without reference to or calculations of J-holomorphic disks.

1.7 TQFTs in dimension 2+1

As a last topic in our introduction to TQFTs in low-dimensional topology, we
consider aspects of the 2+41-dimensional TQFTs. In contrast to the 341 examples
previously discussed, there are “axiomatically complete” examples in this dimen-
sion. Briefly, the article [57] lists 10 (precise) axioms that a TQFT must satisfy. In
[55], Turaev shows how to any modular tensor category (essentially the category
of representations of some quantum group) one can construct a corresponding 241
TQFT. Using the Kauffmann bracket, he constructs infinitely many modular tensor
categories, and hence infinitely many 2+1 TQFTs.

What follows is a brief description of this subject, which has blossomed into a
huge mathematical enterprise spanning not just topology, but also representation
theory, operator theory, quantum physics, combinatorics, and many other areas.
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Many mathematicians have made important contributions to this topic, and should
be mentioned here. Instead I refer to the bibliography of Turaev’s book. In contrast
to the previous examples, I will be rather explicit (although there are some technical
categorical issues that I sweep under the rug).

1.7.1 Modular tensor categories

A modular tensor category is an abstract algebraic construct arrived at from several
directions by many authors, including Drinfeld, Reshetikhin and Turaev, Jimbo,
and others. The definition is technical, but ultimately useful and as concise as
necessary to relate topology and algebra. We follow Turaev’s book [55].

A tensor product in a category C is a covariant functor ® : C x C — C. For
example, the category of representations of a fixed group G has a tensor product. If
C contains an object 1 suchthat V ® 1 = V = 1 ® V, and if in addition the tensor
product is associative, then C is called a strict monoidal category.

The category V of vector spaces over C is a strict monoidal category, with
1 = C. In this category there is a canonical isomorphism V @ W with W @ V.
This isomorphism has many nice properties, some of which (but not all) we would
like to axiomatize.

A braiding in a strict monoidal category C is a natural family {cy.w : V@ W —
W ® V} of isomorphisms, one for each pair V, W € C, compatible with the tensor
product in the sense that for U, V, W € C,

®Id
vevew XV veUuew
\ J Idy ®CU,W
CUvew

VeWweU

commutes, as well as a similar diagram for cygy, w. Figure 1.11 provides both a
mnemonic device to remember cy w and a description of a map F to be defined.
The left picture represents cy, w, and the right c‘_,}W.

Y \/\

Fig. 1.11.
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I

Fig. 1.12.

/

Cyu Cuv Id

Flg 1.13. (CV,U)(CU,V) 75 1d

Figure 1.12 motivates, explains, and justifies the Yang—Baxter equation

(cy,w ® Idy)(Idy ® cy,w)cy,y @ Idw)
= dw Q@ cy.v)(cyw ® Idy)Idy & cv.w).

A critical difference between the category of vector spaces and a general braided
monoidal category is that we do not want to assume that cy ycy .y = Idygy. To
require this ultimately would lead to trivial invariants of 3-manifolds. This is hinted
at by Figure 1.13: intuitively we see that if we were to require cy yey.y = Idvgu,
then we could change crossings in any knot or link, a process which can be used to
trivialize any link.

But some constraints are needed to keep control. These are provided by a
twist. This is a natural family {fy : V — V} of isomorphisms for each V. See
Figure 1.14.

One requires that for any two objects V, W the diagram

vew X2 vew M wev

emw\‘ o (121
Vew
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Fig. 1.14. 6y

[ &

)

(v

Fig. 1.15. Commutativity of the diagram (1.21)

commute. This is explained in Figure 1.15, in which the dark strand on the left is
to be labeled V ® W and the two dark strands on the right are to be labeled V and
w.

Next, we need to axiomatize the concept of duality on the category of vector
spaces. To this end, we assume that to each object V € ) we can assign another
object V*, and twomaps by : 1 - V ® V*anddy : V* ® V — 1. These should
be such that

Va1V 22% vevieV 1% vy eol1=Vv (1.22)

equals /dy, and similarly for the other obvious composition. The motivating figures
for by and dy are given in Figure 1.16. The reader should draw the picture that
corresponds to Equation (1.22).

Compatibility with cy v and Oy is required; this is expressed by insisting that
the equation

Oy @ Idy+)by = (Idy ® 6y,)by

hold. (What is the picture?) It can be shown that (V*)* = V.
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Fig. 1.16. by and dy

A monoidal category C with a braiding c, ., twist 8,, and compatible duality
(x, by, d,) is called a ribbon category. The definition is technical, but the mental
picture provided by braids, and more precisely ribbons, or framed braids, helps to
understand the axioms. The reader should think about Reidemeister moves (with
ribbons) and write down the corresponding equations.

We still have a little way to go to finish defining a modular tensor category. Next
we assume that C has the property that its morphism sets form abelian groups: for
each V, W € C we require Hom(V, W) to be an abelian group. One can show that
this implies Hom(1, 1) is a commutative ring, which we denote by K¢. Moreover,
Hom(V, W) becomes a left K¢ module for any objects V, W. Call an object V
simple if Hom(V, V) is a free rank 1 K¢ module. (For example, in the category of
complex representations of a group G, 1 = C, K¢ = C, and a representation V is
simple if it is irreducible.)

One then defines a modular tensor category to be a pair (C, I) where C is a
ribbon category whose morphism sets are abelian groups, and I = {Vp, ..., V,,} is
a finite set of simple objects in C such that Vy = 1 and which is closed under the
duality V +— V*, such that the objects in I “generate” C in the sense that for each
object V the images of the compositions

Hom(V, V;) k., Hom(V;, V) — Hom(V, V)

generate Hom(V, V) as an abelian group. (This is analogous to the idea in repre-
sentation theory that all representations are sums of irreducible representations).
There is one further nondegeneracy axiom required, which ensures that the set
[ is as small as possible: the morphism S; ; := cy, v.cv,.v, € Hom(V;, Vi) = K¢
determines a square matrix which is invertible over K¢.

1.7.2 Construction of a TQFT from a modular tensor category

Recall from Section 1.1.4 that Kirby proved that every closed 3-manifold is obtained
by surgery on a framed link in S°. To put this in a setting convenient for our present
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A

purposes, define an n-component ribbon link to be an embedding of a disjoint
union

Fig. 1.17. Cvi_vj, 9‘/1., bvl.

L:S x[0,elu---uS! x[0,e] cRC S

It is clear how this uniquely determines a framed link.

Given a modular tensor category (C, I), define a coloring of the ribbon link
to be an assignment of one of the simple objects V; € I to each link compo-
nent; thus if / has m objects and L has n components, there are m" colorings
of L.

Take a projection of L (its image under a projection to R?, with crossing data).
After a small isotopy if needed, one may find finitely many horizontal lines in R?
such that between any two, only one change occurs. It is harder to explain this
precisely than to understand it, but consideration of the the local pictures makes it
clear.

Consider Figure 1.17. In the left picture, if the dark strand from top left to
bottom right is colored V; and the dark strand from the top right to bottom left
is colored V;, assign the morphism --- ® cy, vy, ® - - -, where the *“- - -” refers to
strands not illustrated. In the middle picture, if the dark strand is colored V;,
assign --- ® Oy, ® - - - . In the right picture, if the dark strand is colored V;, assign
-+ @by, ®--- . Turning the right picture upside down yields a picture which is
assigned --- @ dy, ® - - - .

One starts at the top of the projection of a colored ribbon link, and by these rules
one produces a morphism in C from 1 to 1. For example, for the framed link of
Figure 1.18, if the left component is colored V; and the right V,, one obtains the
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Fig. 1.18.

composite (reading from top to bottom)

by, * 1d®by, " *
1—>V]®V1—>V1®V1®V2®V2

1d®cys v, ®1d ‘@

—_>V1®V2®V1®V2_—___)V1®V2®V1®V2

1d®cy, v+ ®1d 1d®dy;
ViV, —> Vi@ V) iy

Note that we used the inverse of 6y,, because the twist in the framing is opposite
to that in Figure 1.14.

It should be clear what to do in general: given a modular tensor category (C, 1),
this procedure assigns, to a projection of a colored framed link L, an endomorphism
F(L)of1,1i.e., an element of K.

What we want to do to get a topological invariant of a manifold M is sum
F(L, A) over all colorings of a framed link L which yields M by surgery (this may
be thought of as analogous to integrating all fields in a path integral). This is almost
correct, but some slight modification, taking into account the need for a framing of
the 3-manifold, is required.

The dimension of V is defined to be dim(V) =dycy y-Oy & Idy+)by,
e.g.,dim(V;) = F(L, A) for (L, 1) the ribbon link in Figure 1.19 colored with V;.

Before we can write down the formula for a closed 3-manifold invariant, we
must observe that because 6y, € Hom(V;, V;) and Hom(V;, V;) is free of rank 1
over K¢ fori € I, we have 6y, = v;Idy, for some v; € K¢. Moreover, one needs
to assume that the modular tensor category C has the property that the element
>, (dim(V;))* has a square root D € Ke.
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Fig. 1.19. dim(V)

Definition. Given a generic projection of a framed (i.e., ribbon) link L in 3 of ¢
components and a modular tensor category (C, 1), let col(L) denote the set of all
colorings A of L (a set of cardinality £//!). Let o (L) € Z denote the signature of the
linking matrix of L. Let M denote the closed 3-manifold obtained by surgery on
the framed link L. Define

o(L) m
Z(M) = (Z vi_l(dim(\/i))2> pob—t-l Z (Hdim(vk(n))> F(L, ).

iel recol(L) \n=1
The following theorem is proved in [55].

Theorem 1.7.1 The invariant Z(M) € K¢ is a well-defined diffeomorphism invari-
ant of M, i.e., independent of the choice of the framed link L presenting M and
of the projection of L to R*. Moreover; this invariant is the partition function of a
24 1-dimensional TQFT which satisfies 10 precisely stated axioms.

Defining the K: modules V(X) for a 2-manifold ¥ takes more work. How-
ever, the reader should notice that the map F(L, 1) makes sense for any colored
ribbon tangle, that is, any union of ribbons (each homeomorphic to I x I or
S' x I) properly embedded in R? x [0, 1] with its path components colored by 1.
Then F(L, A) is a homomorphism between a tensor product of the form V;, ® V;,
®---® V;, corresponding to R? x {0} and a similar tensor product corresponding
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to R? x {1}. One sees that the cobordism property of TQFTs is built into the
construction. I refer the interested reader to [55,57].

The important point is that in this situation a TQFT is precisely constructed. The
work of Walker addresses to what extent the axioms determine the theory.

Of course, we have said nothing about whether any modular tensor categories
exist. In fact they do, in abundance. There are two sources of examples: One is the
representation theory of quantum groups. These are certain Hopf algebras intro-
duced by physicists studying lattice models and statistical mechanics. The ideas
were picked up and formalized by Drinfel’d [9] and refined by Reshetikhin and
Turaev in a long series of joint and individual articles starting with [43]. In a certain
sense one can show that any modular tensor category arises as the representation
category of a quantum group. The other method of producing modular tensor cate-
gories is more geometric and is based on the skein theory of the Jones polynomial
[24] and its generalization, the Kauffman bracket [25].

Thus 2+ 1-dimensional TQFTs exist. These are combinatorial in the sense that
they begin with a projection of a framed link, and a modular tensor category, which
can be described ultimately in terms of an R-matrix which determines solutions to
the Yang—Baxter equations. No PDE need be solved, no Sobolev spaces introduced,
no holomorphic disks are used, and no path integration is invoked. The axioms are
precisely stated and satisfied. In this sense a 2+ 1-dimensional TQFT is a completely
satisfactory realization of the objective of constructing a rigorous mathematical
theory from the notions coming from quantum field theory and functional integral
methods.

Nevertheless, explicit computation is not practical in most cases. Despite its
depth and the many connections between 2+1-dimensional TQFTs and differ-
ent disciplines in mathematics (and in contrast to the Donaldson—Floer, Seiberg—
Witten, and Heegaard—Floer theories), from the perspective of this author few
problems of independent interest to geometric topologists (classification theorems
of manifolds and their submanifolds) have been solved by the 2+ 1-dimensional
theory. Its success stems more from its value as a source of rich and beautiful
mathematical ideas than from its use as a machine to solve old problems.
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Differential equations aspects of
quantum cohomology

MARTIN A. GUEST*

Abstract

The quantum differential equations can be regarded as examples of equations
with certain universal properties, which are of interest beyond quantum coho-
mology itself. We present this point of view as part of a framework which
accommodates the KdV equation and other well-known integrable systems.
In the case of quantum cohomology, the theory is remarkably effective in
packaging geometric information, as will be illustrated with reference to sim-
ple examples of Gromov—Witten invariants, variations of Hodge structure, the
Reconstruction Theorem and the Crepant Resolution Conjecture.

The concept of quantum cohomology arose in string theory around 20 years ago.
Its mathematical foundations were established around 10 years ago, based on the
theory of Gromov—Witten invariants. There are two approaches to Gromov—Witten
invariants, via symplectic geometry and via algebraic geometry. Both approaches
give the same results for the three-point Gromov—Witten invariants of familiar
manifolds M like Grassmannians and flag manifolds, and these invariants may be
viewed as the structure constants of the quantum cohomology algebra Q H*M, a
modification of the ordinary cohomology algebra H*M.

However, the name ‘quantum cohomology’ may be misleading. On the one
hand, the ‘quantum’ and ‘cohomology’ aspects are somewhat removed from the
standard ideas of quantum physics and cohomology theory. On the other hand,
there are strong relations between quantum cohomology and several other areas

" Tam grateful to the organizers of the summer school for their invitation to give these lectures and for their
careful planning, which resulted in an effective and pleasant environment. I thank Ramiro Carrillo-Catalan for
preparing a Spanish language version of the original lecture notes. I am grateful to PIMS at the University of
British Columbia for its hospitality in August 2007, where some of this material was written. I thank the referee
for refreshingly frank comments and for urging me to write a much better article, which I hope to do some day.
This research was supported by a grant from the JSPS.
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of mathematics: symplectic geometry and algebraic geometry, of course, but also
differential geometry, the theory of integrable systems (soliton equations) and even
number theory.

In this chapter we shall focus on the quantum differential equations as the
fundamental concept (due to Alexander Givental [13-15]), which encapsulates
many aspects of quantum cohomology. This is ‘more elementary’ than the definition
of Gromov—Witten invariants, in the same way that de Rham cohomology is ‘more
elementary’ than the definition of simplicial or singular cohomology. In addition,
it is essential for understanding the relation between quantum cohomology and
the theory of integrable systems, which is becoming increasingly important. The
language of D-module theory is convenient for this purpose. It provides a unified
way to think about (a) classical integrable systems, such as the KdV equation,
(b) integrable systems in differential geometry, such as harmonic maps and (c)
quantum cohomology.

The abstract theory of D-modules is well developed but not widely used by
nonspecialists. One goal of this chapter is to give some motivation for D-module
theory (Sections 2.1, 2.3), and to advertise some of its uses (Sections 2.2, 2.4). A
second goal is to explain in simple terms how quantum cohomology is related to
other parts of mathematics. These links have deep origins and are still evolving.
It can be difficult to grasp them from articles which use haphazardly technical
language from symplectic geometry, algebraic geometry and singularity theory,
especially when some of the links are conjectural.

The lecture series “From quantum cohomology to integrable systems” (based
on the book [19]) traced a path from ordinary cohomology theory to the quan-
tum differential equations and their role in the theory of integrable systems.
The introductory lectures on cohomology and quantum cohomology do not
appear here (they are the subject of an earlier survey article [18]). The differ-
ential equations aspects of the lectures have been expanded slightly, and the
applications have been gathered together in Section 2.4. The lectures contained
various concrete examples from [19], which have been omitted here to save
space.

2.1 Linear differential equations and D-modules
Consider the linear ordinary differential equation
@+ a0+ +a1d +a))y =0

for y = y(z), where 0 = 9, = diz and the coefficients ay, .. ., a, are functions of
the complex variable z. We assume that ay, ..., a; belong to the ring H = H,
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of holomorphic functions on an open disk N = N, in C. We shall write T =
as+1 +a;0° +--- 4+ a0 + ap.

Almost all textbooks on differential equations contain a proof of the following
basic result:

Theorem 2.1.1 For any point 7o € N and any values cy, ..., cs € C, there is a
unique solution y € H of Ty = 0 which satisfies the initial conditions y(zo) =
CO’ y/(ZO) = Clv L] y(S)(ZO) = CS‘

Corollary 2.1.2 The set of all holomorphic solutions (on N) of the o.d.e. Ty =0
is a vector space of dimension s + 1.

Introducing new variables
y0=y5 y1=ay=y/7"-, ys=asy=y(S)a

we may convert the preceding scalar equation of order s + 1 to an equivalent system
of s 4 1 first-order equations of the form Y = AY:

Y0 0 1 Y0
9 : — . . :
Ys—1 0 1 Ys—1
Vs —dp -+ 4y —4g Vs

Corollary 2.1.3 The set of all holomorphic solutions (on N) of the system 0Y =
AY is a vector space of dimension s + 1.

Let us choose a basis y(), ..., yi) of solutions of the scalar equation. The
corresponding vector functions

9y
constitute a basis of solutions of 9Y = AY. The fundamental solution matrix

| |
H = Y(O) . Y(s)

satisfies dH = AH, and it takes values in the group GL(C) of invertible
(s + 1) x (s +1) complex matrices. This ‘matrix o.d.e.” is a third incarnation
of the original equation. Its solutions correspond to initial conditions H(zo) =
C € GL;4(C).
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The matrix A depends on the definition of yy, ..., y;. Instead of using the
successive derivatives of y, let us set
Yo = Poy, yi="Pby,..., ys = Psy,
where Py, ..., P are differential operators. This leads to an equivalent system of
first-order equations if the equivalence classes [ Py], . . ., [ P;] form a basis (over H)
of the D-module
M = D/(T),

where D denotes the ring of differential operators (polynomials in d with coeffi-
cients in H), and (T') denotes the left ideal generated by T'. The ring operations on
D are addition and composition of differential operators.

Each such choice of basis corresponds to a way of converting the scalar equa-
tion to a matrix equation 3Y = AY; the matrix A is given explicitly by' d[P;] =
[0P;] = Zi:o A ji[ P¢]. It should be noted that M is an infinite-dimensional com-
plex vector space; indeed, it can be identified with the space Map(N, C**!) of
(holomorphic) maps from N to CS*1.

This discussion can be generalized to partial differential equations. We shall
be concerned only with ‘overdetermined’ linear systems of p.d.e., which share
many common features with linear o.d.e., in particular finite-dimensionality of
the solution space. Let N = N, . be a fixed open polydisk in C". Writing

0y =d/dzy,...,0, = d/dz,, we consider a system of p.d.e.

Ty=0,..., T,.y=0
for a scalar function y(zy, ..., z,) on N. The T; are differential operators, that is,
polynomials in 9y, ..., d, with coefficients in the ring H = H_, ., (functions of
Z1, ..., Zr which are holomorphic in N).

In contrast to the o.d.e. case, it is not at all clear whether the solution space is
finite-dimensional (or what the dimension is). The concept of D-module and the
closely related concept of flat connection are essential at this point. We shall just
give a brief discussion, referring to [27] for the general theory. Let D = D, .,
be the ring of differential operators generated by 9y, . . ., d, with coefficients in the
ring H of holomorphic functions on N. Let

M=D/)T,...,T,),
where (71, ..., T,) means the left ideal generated by the differential operators

T, ..., T,

! The notation 0 P; here means composition of differential operators; this conflicts with our earlier usage of 9f
to mean df/dz. We shall just rely on the context to distinguish these: df means the function df/dz when used
in a differential equation, whereas in a D-module computation it is the same as the operator fd + 9f/dz.
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Assumption: M is a free module of rank s + 1 over H.

This is a strong assumption, but the following proposition (whose proof consists
merely of unravelling the definitions) allows us to conclude that the solution space
of the original system has dimension s + 1:

Proposition 2.1.4 The map
0:{y|T,y=0,1<i<u} - Homp(M,H),
y = ([X]— Xy)
is an isomorphism of complex vector spaces.

As in the o.d.e. case, the D-module point of view allows us to make clear the
relation between scalar and matrix equations, under the preceding assumption.
However, there is an important new ingredient, a certain flat connection, which
leads to the relation with integrable systems. We shall therefore review the whole
procedure carefully, taking the opportunity to introduce some further notation.

How to convert a scalar system to a matrix system. Let [ Py], ..., [ P;] be a basis
of M over H. We define (s + 1) x (s 4+ 1) matrix functions 2y, ..., 2, by

ulP) =10 Pjl =) (L Pil.

k=0
Weset 2 = Zle Q;dz;. ThenV = d + Q defines a connection in the trivial vector
bundle N x C**!, whose space of sections is Map(N, C**!). Namely,

N

Vo, o il D) = Y 0fi/0zil P+ Y5 _o £ Va [ Py
j=0
= X500/ P14 X5 4o S5 ()i L Pel.
Let us now recall a well-known fact about such connections (see Section 4.5 of

[19]).

Theorem 2.1.5 The following statements are equivalent:

(1) The connection d + 2 is flat (i.e., has zero curvature).

(2) dQL+QAQ=0.

(3) [0i + 4,0, + ;1 =0foralli, j.

(4) Q= L~ 'dL forsome L : N — GLy|C (for this it is essential that N is simply
connected).

Using this we obtain:

Proposition 2.1.6 The connection V = d + Q obtained from M is flat.
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Proof Because 0;0; = d;0;, we have 9;(3;[P]) = 9;(9;[P]) for any [P] € M;
hence (0; + 2,)(3; + ;) f = (9; + 2;)(9; + ;) f forany f,i.e.[d; +£2;,9; +
Q;1=0. O

The map L' in Theorem 2.1.5(4) can be regarded as a fundamental solution
matrix for the system (3; — Q1)Y =0, 1 <i <r. If we introduce A; = Q}, we
obtain a matrix system

0;Y =AY, 1<i<r

of the required form. It should be noted that (3; — Q)Y = 0 is the equation for
parallel (covariant constant) sections with respect to the dual connection V* =
d — @', rather than V = d 4 Q itself. The identification of the solution space of
the system with Ker V* may be regarded as a matrix version of Proposition 2.1.4.

To summarize, we can say that the choice of basis [FPy], ..., [Ps] produces a
matrix system from a scalar system in the following way:

Proposition 2.1.7 The map y —> Y = (Pyy, ..., Pyy)' from the solution space
| Tjy=0,1<j <u} = Homp(M, H)
to the solution space
(Y10, Y=AY,1<i<r} = KerV*
is an isomorphism of (s + 1)-dimensional vector spaces.

The appearance of the dual connection V* and the dual D-module M* =
Homy (M, H) (of which Homp(M, H) is a subspace) is an important feature
of the construction. We shall make essential use of this in describing the reverse
construction, next.

How to convert a matrix system to a scalar system. Given a system

0;Y =AY, 1<i<r

of first-order matrix p.d.e. whose coefficients are holomorphic on N, it is possible
to construct a system of higher-order scalar p.d.e., provided the connection d — A
corresponding to the matrix system is flat.

Step 1: We begin with the D-module N' = Map(N, C**!) = H**+!, where the
action of 9; is given by 9; - ¥ = (d; — A;)Y. (This extends to an action of
D because the flatness condition — i.e., (3) of Theorem 2.1.5 — ensures that
0 -(0j-Y)=10;-(9; - Y).)

Step 2: The dual D-module N* is defined by N* = Homy(N, H) with action
of 0; givenby 9; - p(Y) = —p(9; - Y) + dp(Y)/0z;.
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Step 3: Choose” a cyclic element of A'*, namely an element Peyelic such that
D - Pceyclic = N*.

Step 4: 1t follows that N* = D/I, where [ is the (left) ideal of operators which
annihilate peyciic.

Step 5: Choose® generators T, ..., T, for the ideal I. Then a suitable scalar
system (not unique) is 71y =0, ..., T,y = 0.

We illustrate the procedure with the following (artificial) example. In situations
which arise from geometry, cyclic elements (step 3) and generators for ideals
(step 5) often arise naturally.

Example 2.1.8 Consider the matrix system

(0)=0 )6

where u, v are given functions of z, holomorphic on N. As a candidate for a cyclic
element of the dual D-module we try pg, defined by po(Y) = yo. Because

3 po(Y) = —po(d - ¥) + po(Y)'

=) -8 () -

= —(yp — uy1) + ¥
= up(Y),

we have d - pg = up; (where p; is defined by p;(Y) = y;). If u is never zero on
N, then pg and 9 - py span the D-module over H, so pg is a cyclic element. A
similar calculation gives 8% - py = uvpo + u’p1 = uvpy + (u'/u)d - po. We obtain
(0% — (' /u)d —uv) - pg =0, so the scalar o.d.e. is (8> — (u'/u)d — uv)y = 0.
(This computation amounts to ‘declaring that y = yy’ and computing the scalar
system for y from the matrix system for Y.) If 1/u does not belong to H, we must
either enlarge H or try another candidate for a cyclic element.

Although the D-module M = D/(Ty, ..., T,) is the fundamental object, we can
regard H°*! (with D-module structure given by d + £2) as a concrete representation.

2 To guarantee the existence of a cyclic vector, it is necessary to enlarge H in step 1, for example, to the field of
meromorphic functions on N. A proof can be found in [29] (Proposition 2.9 and Lemma D.5). If the coefficients
are polynomial functions, it suffices to replace H by the algebra of polynomial functions (Theorem 8.18 and
Corollary 8.19 of [5]).

3 To guarantee that D is Noetherian (so that a finite set of generators of I always exists), it is necessary to replace
‘H by, for example, the ring of holomorphic functions on a closed polydisk (Section 4 of [27]) or the ring of
polynomial functions (Section 3 of the Introduction of [5]).
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This representation is often useful for calculations. Moreover, H can be regarded as
a gauge transformation which converts d + €2 to the trivial connection d. To express
these correspondences it is convenient to introduce the following J-function (a
name introduced by Givental in the context of quantum cohomology).

Notation 2.1.9 Let J = (y(«), - .., ¥s))» Where y(), ..., Y is any basis of solu-
tions of the scalar system 7;y = 0,1 < j < u.

We obtain a basis Y, ..., ¥ of solutions of the matrix system, whose funda-
mental solution matrix can be written
| | — PyJ —
H= Yo - Yy|= :
| | — PJ —
It is usually possible to take Py = 1, in which case the top row of the last matrix is

just J.
The identifications just described are as follows:

0; 0; + 0;
M [Pol,...[P] T+ H gl
P =3 fiP (fos -y fo) PJ

In each column, the operator (top) acts on elements (bottom) of the D-module
(middle) in the natural way.

2.2 The quantum differential equations

We begin by summarizing briefly the notation from cohomology theory that we
shall use.

Let M be a connected simply connected compact Kahler manifold, of com-
plex dimension n. For simplicity we assume that the nonzero integral coho-
mology groups of M are even-dimensional and torsion-free. We generally use
lower-case letters a, b, ¢, ... € H*(M;Z) for cohomology classes, and upper-case
letters A = PD(a), B = PD(b), C = PD(c), --- € H,(M;Z) for their Poincaré
dual homology classes. We often refer to A, B, C, ... as though they were sub-
manifolds or subvarieties of M (rather than equivalence classes of cycles). We often
regard a, b, c, ... as differential forms on M.

Let (, ): H"(M;Z) x H.(M;Z) — Z denote the natural nondegenerate pair-
ing. In de Rham notation, (a, B) = | 5 @. The intersection pairing is defined by

(,):H'"(M;Z) x H*(M;Z) — 7Z, (a,b):(ab,M):/ anb.
M
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We have (ab, M) = {a, B) = (b, A). This is a nondegenerate symmetric bilinear
form.

We are interested primarily in the cup product operation on cohomology, and its
generalization to the quantum product. It is convenient for this purpose to specify
the cup product by giving its ‘structure constants’ with respect to a basis. We can
choose bases as follows:

H.(M:7) = @ZAi, H*(M;Z) = @Zai
i=0 i=0

and then define dual cohomology classes by, .. ., bs by (a;, b;) = §;;. Then for any

i, j we have
ajaj = Zkijkbk,
i.jk
where
)\'ijk = (a,-ajak,M) Zf ai Naj N\ ag :#A,'mAijk.
M

Note that the intersection form itself can be specified in a similar way by the
integers

(a,-,aj):/ a; \aj =#AlﬂA]
M

It is modern practice to regard a cohomology theory as a functor from a cer-
tain category of topological spaces to the category of groups which satisfies the
Eilenberg—Steenrod axioms. However, from the point of view of quantum coho-
mology, which we shall consider next, it is preferable to regard the cohomology of
M as a collection of numbers

#AINA;, #ANA; N AL

This primitive viewpoint is necessary because quantum cohomology does not (at
present) have a functorial characterization.

Ifwedenote# A; N A; N Ag by (A;|A|Ax)o, the quantum product is obtained by
extending the mentioned collection of numbers to an infinite sequence of Gromov—
Witten invariants (A;|Aj|Ax)p for any D € my(M) = Hy(M; Z), as follows. Let
P, ¢, r be three distinct points in CP I Informally, the definition is

(A|B|C)p = # Holy” N Hols? N Hol$",
where
Holg’p = {holomorphic maps f : CP' > M | f(p) € Aand [f] = D},

and [ f] is the homotopy class of f.
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As explained in [9] (for example), (A|B|C)p can be defined rigorously under
very general conditions. The definition has the form

(A|B|C)p =/ evia A evyb A evic,
(D)

where M (D) is a certain moduli space of ‘curves’, M(D) is a compactification
of M(D), obtained by adding suitable ‘boundary components’, and [M(D)]""
denotes the ‘virtual fundamental class’ over which integration is carried out. The
evaluation map ev; : M(D) — M assigns to a curve its value at a given ith base-
point (i =1, 2, 3).

To define a o, b fora, b € H*M and t € H*M, it suffices to define (a o, b, C)
for all C € H M. The definition is:

Definition 2.2.1 Assume that M is a Fano manifold. Then the quantum product
a o; b of two cohomology classes a, b € H*M is defined by

(o b,Cy= > (AB|C)pe"™.

DeHy)(M:Z)

The Fano condition ensures that the sum is finite, and in this case one has the
following nontrivial theorem (see Section 8.1 of [9]):

Theorem 2.2.2 Foreacht € H*M, o, is a commutative, associative product oper-
ation on H*M.

In general the quantum product is supercommutative, but it is commutative here,
as we are assuming that the odd-dimensional cohomology of M is zero. We denote
the algebra (H*M, o) (more precisely, family of algebras) by Q H*M, and refer
to it as the quantum cohomology algebra of M.

Because the second cohomology group plays a prominent role in quantum
cohomology, we shall assume that the basis Ay, ..., A; has been chosen so that
Ay, ..., A, span H,M and by, ..., b, span H>M. A general element of H>M
will be written ¢ = Y| t;b; € H*M; the Poincaré dual homology class is then
T = ZZ t;A;. Tt is conventional to introduce the notation ¢; = €. However, 0;
always denotes the derivative with respect to ¢;; thus d; = ¢;9/9q;.

Example 2.2.3 The standard basis of H*CP" is 1, b, b2, ..., b", where b is the
(Poincaré dual of the) hyperplane class. We take this basis as by, ..., b,. A well-
known calculation (see Section 8.1 of [9]) gives the quantum products

bi if0<i+j<n

bl'O b; =
T  bisjeweng ifn 41 <i+j <2
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In particular we obtain the presentation Q H*CP" = C[b, q]/(b"*" — q), in which
q is regarded as a formal parameter, rather than the number e’. In this article we
shall switch between these two versions of quantum cohomology without further
comment.

Example 2.24 LetM = M ]’i, be a nonsingular complex hypersurface of degree k in
CPN=1. All such hypersurfaces have the same cohomology algebra. The Lefschetz
theorems show that HiM,’i, = H;CPN~! for 0 <i < 2N — 4 except possibly for
the middle dimension i = N — 2, and that the subalgebra H*M lli, generated by
H?MY, has additive generators represented by cycles of the form M5 N CP/. To
avoid odd-dimensional cohomology and make use of these cycles, we shall restrict
attention to the subalgebra H* M 1’:, and its quantum version Q H*M Ilﬁ,

Let us write b = b; for the hyperplane class, i.e., the cohomology class Poincaré
dual to M]’i, N CPN~2. We have cl(TMlli,) = (N — k)b. It follows that Mjlﬁ, is Fano

if and only if 1 <k < N — 1. The classes 1, b, ..., bY~2 are an additive basis
(over C) for H*M¥, = H*(MY;; C), and the intersection form is given by (b', b/) =
kdiyjn-2.

As a concrete example, we shall just give the quantum products for Mg’ . All
quantum products in this case follow from

bo,1 =b,
bo, b =b*+6q,

b o, b* = b® + 15¢b,
b o, b> = 6gb* + 364>

(see [8,24]). In particularb o, b o; b = b3+ 2lgbandb o, b o, b o, b =27gb o, b.
We deduce that Q H* M2 = C[b, q1/(b* — 27gb?).

As we have mentioned, the construction M — Q H*M is, unfortunately, not
functorial. This is perhaps not surprising in view of the fact that the Gromov—Witten
invariants (A|B|C)p contain much more information than the isomorphism class
of the algebra Q H* M. Therefore we are led to consider other objects constructed
from the Gromov—Witten invariants, and the most prominent of these is the quantum
D-module M (see [13,14]).

Let us consider the space of sections of the trivial vector bundle

H*M x H*M — H*M
or, more generally, the space of sections over an open subset N of H>M. This is
just the vector space consisting of all H*M-valued functions on N. The quantum

product o, on H*M gives a way of multiplying sections. Thus the space of sections
becomes an algebra over H,.
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Next, we introduce the action of a ring of differential operators on sections,
i.e., a D-module structure. We do this by defining a connection V, called the
Dubrovin connection or Givental connection. The definition is: Vy, = 9; + %biot
for 1 <i <r,whereh is a parameter. If w; is the matrix of quantum multiplication
by b; with respect to the basis by, ..., by, then we can also write V,, = 0; + hla),».
The D-module structure is specified by saying that 9; acts as Vj,. This extends to
an action of the ring of all differential operators if the identity Vi, Vy, = Vj. Vy
holds for all i, j, and this identity does hold because the connection is flat — a
consequence of the properties of the quantum product (see Section 8.5 of [9]).

It is convenient to incorporate the parameter 7 into the ring of differential
operators. Thus, we shall take as ring of differential operators the ring D" which
is generated by %9y, ...,hd, and whose elements have coefficients which are
holomorphic in # € N and holomorphic in % in a neighbourhood of 7 = 0. This
acts on the enlarged space of sections, in which the sections are allowed also to
depend on % (holomorphically, in a neighbourhood of 7 = 0). The quantum D-
module M is defined to be this enlarged space of sections. (We use the generic
term ‘quantum D-module’, rather than ‘quantum D”-module’, for simplicity, but
M is of course a module over the ring D".)

The most important property of the quantum D-module is its close relation with
the quantum cohomology algebra Q H*M. We shall discuss the relation in this
section under the assumption that H*M generates H*M as an algebra and M is
a Fano manifold. These hypotheses imply that Q H* M has a presentation

QH'M =Clby, ..., by, q1,....q:1/(Ri,.... Ru)
and H*M has a presentation
H*(M;C)=Clby,...,b]1/(R, ..., Ru),

where R;|,—0 = R;. However, there is a more precise connection between Q H*M
and H*M, which generalizes to a precise connection between M and Q H*M, so
let us review this.

First, for any polynomial ¢ in ‘abstract variables’ by, ..., b,, q1, ..., g, let us
denote by [c] the corresponding element of Q H*M, and by [[c]] the corresponding
element of H*M ® Clq;, ..., q,]. We claim that there exist suitable polynomials
o, - . ., Cs such that

[billej] =Y (@iledd,
k=0

[[b:1] o [[cjlg=0]] = Z(wi)kj[[cquzo]]

k=0
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for1 <i < r.Inother words, if we identify Q H*M with H*M ® Clqy, ..., g,] via
the bases given by cy, ..., ¢y and coly—o, . - ., C5l¢g=0, then quantum multiplication
in H*M corresponds to the natural multiplication in Q H*M. This follows from
the observation (Theorem 2.2 of [30]) that ‘any quantum polynomial may be
written as the same classical polynomial plus lower classical terms, and vice
versa’. Namely, if we regard b; as a polynomial (with respect to the cup product)
in by, ..., by, then the polynomial c; is obtained by expressing b; as a polynomial
with respect to the quantum product in by, ..., b,. The polynomials c; satisfy
Cj |q:0 =b je

Exactly the same method gives the analogous result for M in the next theorem,
because any polynomial in the operators 10; + w1, ..., hd, + w, can be expressed
as the same polynomial in %0y, ..., %o, plus terms of lower order. Moreover,
because the lower-order terms contain additional powers of 7, if we replace 70;
by b; (for each i) and then set 1 equal to 0, these lower-order terms all vanish
and we are left with the original polynomial expressed in terms of the variables
by, ..., b,

Theorem 2.2.5 The quantum D-module is isomorphic to a D-module of the form
D"/(Dy, ..., D,), where Dy, ..., D, are converted to Ry, ..., R, when hd; is
replaced by b; (for each i) and then h is set equal to 0. Furthermore, there exists
a basis [Po], ..., [Ps] of Dh/(Dl, ..., D), with respect to which the (connection)
matrix of ho; is w;. This basis is converted to [co], . .., [c;] when ho; is replaced
by b; (for each i) and h is then set equal to 0.

The basis [FPy], ..., [Ps] gives a correspondence between a scalar system and
a matrix system (cf. Section 2.1), both of which are referred to as the quantum
differential equations. A particular choice of J-function (see Section 5.2 of [19]
and the original paper [15]) has the remarkable property that it can be written
explicitly in terms of Gromov—Witten invariants.

Example 2.2.6 Let us continue Example 2.2.4 by finding a relation D; and a basis
[Pol, [P1], [P2], [ Ps] as predicted by the preceding theorem. (The computation of
D, is analogous to steps 1-5 in Section 2.1; it would be possible to obtain a version
of Theorem 2.2.5 for more general modules over D" this way.) From the quantum
products, the D-module structure is given by

fo fo 6g 36q°
hi il 1 15¢
f ( @) S © 1 6g

f3 /3 1
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Writing ey, e1, ez, e3 for the standard basis of column vectors, repeated application
of 10 gives

(1d)" - eg = ey,
(79)* - eg = 6geo + 2,
(1hd)? - ey = 6hqey + 21ge; + es.
This shows that e is a cyclic element. Now we ‘solve’ for ey, e1, €3, €3, to obtain
e1 = ho - e,
e = ((nd)* — 6q) - e,
e3 = ((hd)’ — 21ghd — 6hq) - eo.

It follows that the matrix of 19 with respect to [1], [#d], [(79)* — 6¢], [(7d)* —
21gho — 6hq] is just the matrix w, so this is the required basis.

To obtain a relation for the D-module, i.e., a differential operator, which annihi-
lates the cyclic element, we differentiate once more:

(hd)* - eg = 162g°eq + 27ges + 2Thqe; + 6h>qgey.
Substituting for ey, e;, e3, we obtain
((nd)* — 27¢(1d)* — 2Thq(hd) — 6h*q) - €9 = 0.

We conclude that MM = D"/ (hd)* — 27q(hd)* — 2Thq(hd) — 6h%q).
At the commutative level, i.e., in the quantum cohomology algebra, the analo-
gous calculation would give

b'-1=b,
b* -1 =6q + b
b*-1=2l1gb

(these were stated at the end of Example 2.2.4; the notation b'- here indicates the
i-fold iteration of bo,). Then

b'=b-1,
b* = (b*—6q) -1,
b = (b’ —21qb) - 1.

Thus we obtain ¢y = 1, ¢; = b, ¢; = b*> — 6q, c3 = b> — 21gb. Applying b again
leads to the relation b* — 27gb?, as expected.
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The replacement of QH*M by M is not unlike the process of quantization
in physics. In the preceding example the relation b* — 27¢gb? is ‘quantized’ to
the relation (79)* — 27¢(1d)*> — 27Thq(hd) — 6h>q. For CP" the same argument
shows that the relation »"*! — g is converted to the naive quantization (729)"+! —
q. However, the naive quantization does not always work: there are examples
where the naive ‘quantization’ is not a quantization at all, because it gives a D-
module of the wrong rank. (For the preceding example, the naive quantization
(hd)* — 27q(nd)* gives the correct rank, but it gives the wrong quantum products.
We shall return to this point in Section 2.5.)

In general, the parameter 7 keeps track of the difference between the commuta-
tive and noncommutative multiplications. The incompatibility of the commutative
and noncommutative situations reveals the key property of the quantum D-module.
Namely, the action of %29; on the quantum D-module matches exactly the action
of b; on the quantum cohomology algebra — both are given by the same matrix.
However, to accomplish this, a careful choice of basis is necessary in each case,
and these bases (like the relations) do not match exactly, only ‘mod 7’. If the bases
did match exactly (e.g., (7d)' and b'), then the matrices of 79; and b; would not in
general be the same.

In the preceding example, the basis [ Py], [ P1], [ P2], [ P3] was produced by mod-
ifying the monomial basis [1], [23], [(79)?], [9)*], and this involved solving a
system of linear equations — by Gaussian elimination. Gaussian elimination may
be described as the process of finding a lower-triangular—upper-triangular factor-
ization of matrices. It turns out that such a modification is always possible (under
our assumption that H>M generates H*M and M is Fano), by using a suitable
factorization which takes account of the parameter 72, known as the Birkhoff factor-
ization, from [28]. This says that “almost every” loop y € AGL,(C) (i.e., almost
every smooth map y : S! — GL,,;C) may be factorized in the form

V(h)=(ao+%a1+%az—i----)(bo—i-hbl+h2b2+...).

y-(h) Y+ (h)

The subgroup of AGL;(C) consisting of ‘negative’ (‘positive’) loops is denoted
A_GL;11(C) (A+GL;;1(C)). The meaning of ‘almost every’ is that the product
set A_GL;11(C) ALGL(C) is open and dense in AGL;,{(C).

Theorem 2.2.7 Assume that M is Fano, and that H*M generates H*M. Let L™ be
any solution of (L™~ 'dL™ = Q™, where Q" is the matrix of ho; with respect to a
monomial® basis [Py"], ..., [P"]. Let L™ = LML be the® Birkhoff factorization.

4 IfdimH?>M = 1 and dimH*M = 5 + 1, a monomial basis is 1], [#3], ..., [(79)*]. The meaning of monomial
basis in general is explained in Section 6.6 of [19].

3 Tt can be shown that this factorization is possible in a punctured neighbourhood of ¢ = 0, if L™ is allowed to
be multiple-valued. See Sections 5.3 and 5.4 of [19].
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Then the Dubrovin—Givental connection is given by Q = L™'dL, where L = L™.
A basis [Py], ..., [ Ps] of the type predicted in Theorem 2.2.5 is given by (Llrj[rl)_1 .
Py, (L{‘|_1)_1 P (LT)_1 - P, where (Lﬂ‘:)_1 - P™ means Z;zo(U}r‘); P;“.

For this we refer to [17] and Section 6.6 of [19], where it is also shown that
L7 is of the form L = Qo(/ + 1 Q1 + R2Qs+---+ 1Y Qp), ie., a finite series
in 11, and that the coefficient matrices Qg, Q1, ..., Oy may be found by a simple
algorithm. The advantage of M over Q H*M is that it contains all the Gromov—
Witten invariants, and this algorithm shows how to extract them.

Example 2.2.8 We examine the results of applying this algorithm to Example
2.2.6, i.e., QH*M3. First, with respect to the basis [1], [#9], [(79)?], [(73)?] the
connection matrix is

6gh?
1 27gh
1 27q

1

Qm

SH|—

Then it turns out that L = Qo(/ +7Q1), with
1 6g 0q
Qo =

Computing (L)™' - (hd)" gives the answer Py =1, Py =hd, P, = (hd)* —
6q, P; = (hd)® — 21qhd — 6hq that we obtained in Example 2.2.6.

2.3 A D-module construction of integrable systems

An integrable p.d.e. is a p.d.e. which can be written as a zero-curvature condition
dQ2+ Q A Q =0, where Q2 is given in terms of some auxiliary function(s) u =
u(zy, ..., z). This concept is somewhat related to the ‘explicit solvability’ of the
p.d.e., and closely related to the concept of ‘integrable system’. It is easy to write
down connection forms €2 which depend on auxiliary functions, and then compute
the condition dQ2 + 2 A Q2 = 0. However, it is not easy to produce nontrivial
examples this way. In terms of D-modules, a random choice of ideal / generally
leads to a D-module D/I of rank infinity or rank zero.

We have seen that quantum cohomology leads to D-modules of finite rank. It
is natural to ask whether the quantum cohomology of a particular space can be
regarded as a solution of an integrable p.d.e., and whether more general quantum-
cohomology-like finite-rank D-modules can be constructed. Let us begin with two
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simple examples. In this section, D denotes D,
is no danger of confusion.

;s weomitzy, ...,z when there

.....

Example 2.3.1 Let
h=o+/f Th=0+g,

where f and g are functions of z;, z,. Clearly the rank of D/(T}, T3) is either 1 or
0, for we have [9;] = — f[1], [d.] = —g[1]. The only question is whether [1] = [0]
in the D-module, and this depends on f and g. Alternatively, the rank is 1 if and
only if the solution space of the linear system (d; + f)y = 0, (d» + g)y = 0 has
dimension 1. The condition for this is df/dz, = dg/dz;, which can be regarded as
a p.d.e. for the functions f, g.

Example 2.3.2 Let
Ty =03 +u, To=0 — (Ju, —ud),

where u is a given function of z;, z,. It is clear that the rank of D /(T7, T3) is at most
2, because 0, is expressed in terms of d;, and 77 is quadratic in d;. Whether the
rank is exactly 2 depends on whether [1] and [0, ] are independent, and this depends
on the nature of u. It can be shown that the rank is 2 if and only if u satisfies the
condition u,, = 3uu,, + %umm, which is the KdV equation.

Both of these examples arise in the following way: first, we fix a value of z,, and
consider the single variable D-module D /(T}), whose rank is obvious (the order of
T)); then, we attempt to ‘extend’ to a two-variable D-module of the same rank by
adding a relation of the form 7, = d, — P.

Let us make this into a general procedure. We call the variables x and ¢, as the
procedure can be interpreted as producing a ¢-flow of the original D-module in x.
Thus, we start with a D-module D, /(T) of rank s + 1, where

T =" +a,(x)d] + - + a1(x)dy + ap(x).

We wish to extend this to a D-module D, ,/(T}, T;) of rank s + 1 by extending T to
at-family 77 (with T|,—9 = T) and adjoining a further partial differential operator
T,. If we take T» of the form 7, = 9, — P, where P does not involve 9;, then it is
obvious that

rank D, ,/(T1, T») < s + 1,
for T, may be used to eliminate o;.

Proposition 2.3.3 Let T, = 9; — P. Thenrank D, ;/(Ty, T») = s + 1 ifand only if
any of the following equivalent conditions hold:
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(a) [T, (T)] < (T,

(b) [Tz, Tl] =0 mod T],

(c) (), =[P, Ti] mod T,

(where (T1); means the result of differentiating the coefficients of T, with respect
tot).

Proof We just sketch the proof, which hinges on the construction of a certain
connection in the trivial bundle N, ; x C* +1. We shall define the connection form
with respect to the local basis [1], [d], ..., [d{]. First of all, the 7-family of D-
modules D, /(T;) gives a connection V,_ in the x-direction, namely Vj, [8)’;] =
[01+1]. Next we define V,, by V;,[01] = [0 P] for 0 <i < 5. We claim that the
resulting connection V is flat if and only if condition (c) holds. Details can be found
in Section 4.4 of [19]. O

The proof suggests a useful computational method: first write down the con-
nection form Q = Qdx + Q,dt with respect to [1], [0,], ..., [d;]; then calculate
dQ + Q A Q. Let us apply this to the two examples given earlier.

For Example 2.3.1 the connection form is just Q = (— f)dz; + (—g)dz,.
Because we are dealing with 1 x 1 matrices, we have Q A Q2 = 0, so the flat-
ness conditionis d2 = 0, i.e., f;, = g;,. For Example 2.3.2, let us consider a more
general relation 7, = d, — P where P = f + gd, (keeping 71 = 8% + u). To find
the connection matrix of V,_, we compute

0x[1] = [9:] = O[1] + 1[8.],
3:[8:] = [87] = [—ul = —u[1] + O[d,],

SO

Similarly, from
o[11=[9,] = [P] = f[1]+ gl«],
9 [0x] = [0x P] = [0x(f + g0x)] = (fx —ug)[1] + (f + 8:)[9x]

we obtain

92:<f fx_ug)'
g [+

Now, the zero-curvature condition d2 + Q A 2 = 0 reduces to
—U; = fxx —Uxg — 2ng,
0= 2fx + &uxs
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hence
Uur = %gxxx + guy + 2gxu-

To obtain an evolution equation such as the KdV equation it is natural to take f
and g to be differential polynomials in u (it suffices to choose g, as without loss
of generality f = —%gx). The choice g = —u (giving P = %ux — ud,) produces
the KdV equation of Example 2.3.2. There are many other choices, and the possi-
bilities multiply further when we start with a general operator 77 instead of 77 =
d2 + u. Thus our construction produces a vast number of examples of ‘integrable
p.d.e’.

It is necessary to make a remark here about the special role of the KdV equation,
which is more commonly viewed as the Lax eqation (71); = [P, T1] with P =
92 + 3ud, + 3u,. (In the D-module we have P = —lu, + Jud,, and the Lax
equation implies that (7}), = [—A—l‘ux + %uax, T1], so we obtain the same KdV
equation from this P.) The condition [d; — P, T;] = 0 mod T; can be regarded as
the intrinsic scalar version of the matrix zero curvature conditiond2 + Q A 2 = 0,
but, of course, it is weaker than the condition [0, — P, T1] = 0, in general. The KdV
equation is very special, as in this case the scalar version can be written in the form
[0, — P, T1] =0.

The proof of Proposition 2.3.3 easily generalizes in one direction (see Section
4.4 of [19]):

Proposition 2.3.4 Let T; be a t-family of differential operators in the variables
21, ..., Zr such that the D-module M = D, . /(T\,...,T,) has rank s + 1 for
each value of t. Let P be a t-family of differential operators in z1, . . ., z, such that
[0; — P, I] C I. Then the extended D-module D, .. . ./(T1,...,T,, 3, — P)also
has rank s + 1.

This can be used inductively to construct ‘hierarchies’ of integrable p.d.e., including
the well-known KdV hierarchy.

Our extension procedure appears to produce very special D-modules, but it is
in fact rather general. Namely, in a ‘generic’ D-module of rank s + 1 of the form
Dy /1, the elements

[1], ox[1], 85[1],..., a7[1]

will be independent. They necessarily satisfy a relation of the form 7 = 95+! +
agd; + -+ - +ap, i.e., T[1] = 0. The element [9,] can be expressed as a linear com-
bination of the preceding basis vectors, i.e., (3; — P)[1] = 0 for some polynomial
P in d,. Hence the D-module is of the type constructed in this section.

We conclude with a brief comment on the ‘spectral parameter’. It is easy to write
down a connection matrix €2 with a sprinkling of As, then obtain an ‘integrable p.d.e.
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with spectral parameter’ dQ2 + Q A Q = 0, but, just as when A is absent, it is not
easy to produce nontrivial examples. However, such a parameter appears naturally
in many integrable systems. For example, the Lax form of the KdV equation
is often written as [0; — P, T} — A] = O, rather than [0; — P, T1] = 0. These are
equivalent, but the parameter A (eigenfunction of the Schrodinger operator 77)
plays an important role in describing the solutions of the KdV equation. For the
quantum differential equations we have a natural parameter A = & from the start. In
such cases, the D-module treatment can be modified by incorporating the spectral
parameter into the ring of differential operators, although some care is needed, as
the nature of the A-dependence of the operators plays a crucial role.

2.4 Applications

The main justification for the D-module language of Sections 2.1 and 2.3 is that it
provides a unified approach to various kinds of integrable systems with quite dif-
ferent geometrical interpretations. Superficially the geometry arises from flat con-
nections, but there are deeper undercurrents flowing between differential geometry,
symplectic geometry and algebraic geometry that produce these connections.

In the case of quantum cohomology, we have already seen (Theorem 2.2.7,
Example 2.2.8) how Gromov—Witten invariants are packaged efficiently by the
quantum D-module. It is natural to expect that properties of quantum cohomology
will correspond to properties of D-modules. We shall examine several examples in
this direction, all of which make contact with current research.

It is also natural to expect benefits from thinking of quantum cohomology in
terms of integrable systems, and, conversely, developing a theory of integrable
systems which resemble quantum cohomology in some way. Two key examples
are the direct relation between ‘higher-genus’ quantum cohomology and the KdV
hierarchy discovered by E. Witten and M. Kontsevich, and the classification of
certain integrable systems developed by B. Dubrovin and Y. Zhang. We do not
discuss these here, as they primarily involve infinite hierarchies and D-modules of
infinite rank.

2.4.1 The WDVYV equation and reconstruction of big quantum cohomology

It is time to address the question: ‘Of which integrable system is the quantum
cohomology (of a given space) a solution?” There are two main candidates, and
each of them involves a considerable digression.

The first candidate is the WDVV equation. This applies to big quantum coho-
mology rather than the small quantum cohomology that we have seen so far, but
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the former may be ‘reconstructed’” from the latter and this is where the D-module
extension procedure of Section 2.3 is relevant.

Let us briefly give the definition of big quantum cohomology and the WDVV
equation. First, the Gromov—Witten potential of a manifold M is the generating
function

FUe)y= > #(T]...IT)p

1>3,D 1

for the Gromov—Witten invariants. (We assume that this function converges for ¢
in some open subset of H*M, i.e., for T in some open subset of H,M.) It follows
from this and the definition of the small quantum product that

3;0; 0k FM | 2as (8) = (bi o; by, by).
It is natural to define a new product, called the big quantum product, as follows:

Definition 2.4.1 For any t € H*M such that F(t) converges, we define o, on
H*M by (b; o, bj, by) = 0;0;0FM(¢) forall i, j, k € {0, ..., s}.

It can be proved (see Section 8.2 of [9]) that this big quantum product is
commutative and associative, and has the same identity element 1 as the small
quantum product. The most difficult part of this is the associativity.

For any (smooth or analytic) C-valued function F on (an open subset of) H*M,
we can define a product operation *, in the same way:

def
(bi %, bj, by) = 0;0;k F(t) = Fiji(t).
Whether this product is associative is a nontrivial condition on F. Commutativity
is obvious.

Definition 2.4.2 The WDVV equation is the system of third-order nonlinear partial
differential equations for F given by the associativity conditions (b; *; b;) *; by =
bi *; (bj *; by).

In general, solutions of the WDVV equation correspond to Frobenius manifolds, a
generalization of quantum cohomology (see Section 8.4 of [9] and the references
there).

Let us see how this leads to an integrable p.d.e. which admits the big quan-
tum cohomology of CP? as a distinguished solution. Then we shall return to the
matter of reconstructing the big quantum cohomology from the small quantum
cohomology. This famous example is taken from [26].

We consider the product operation defined in this way by a function F
on the three-dimensional complex vector space H*CP? = C1 @ Cbh @ Cb>. We
assume that 1 is the identity element; commutativity is automatic. It follows that
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b*t 1=b=1 *tb, b*,b =b2+.7:111b—|—f1121, andb*tbz =b2>l<,b:f121b
+ Fonnl, b% %, b*> = Fay1b + Frl. There is just one nontrivial associativity con-
dition in this example, namely (b %, b) %, b> = b *, (b %, b*). In terms of F this
condition is Foy + Fi11F122 = .7-"1212, which is by definition the WDV'V equation.

Now, it turns out that the associativity condition is equivalent to the flatness of
the connection d + %a) (this connection is defined in the same way as for small
quantum cohomology). From the mentioned products, we see that the connection
form is given explicitly by

1 00 0 Fin Fiz 0 Fox Fa2
wo=|0 1 0)dio+ |1 Fiuu Fialda+ |0 Fon Fou | dts.
0 0 1 0 1 0 1 0 0

This exhibits the WDVV equation as an integrable p.d.e. with spectral parameter
h (cf. the end of Section 2.3) for the function F. The particular solution given by
the Gromov—Witten potential of CP? turns out to be

p? Lo 2 2 dn 6"
F (9, 11, 1) = 30t} + 1312) + ZNde " G
d>1

where the N, are determined recursively by Ny = 1 and

No= Y (G272 =250 Nl
i+j=d

The positive integer N, can be interpreted as the number of rational curves of
degree d in CP? which hit 3d — 1 generic points. As a function of the variables
fo, g1 = €", 1, the series for FCP ’ converges in a neighbourhood of the point
(t0, q1, ) = (0, 0, 0) (see Section 2 of [10]).

The Reconstruction Theorem of [26] says that all of this highly nontrivial infor-
mation may be ‘reconstructed’ from the (much simpler) small quantum cohomology
of CP2. More precisely, any flat connection of the form

1 0 0 0 % =x 0 x =%
wo=|0 1 0)diy+ |1 * x]|do+ |0 x x]dn
0 0 1 01 0 1 0 0
which satisfies the initial condition
1 0 0 0 0 en 0 " 0
Oly=n=0 = |0 1 O0)diy+ |1 0 O |du+|0 0 e€"|dn
0 0 1 01 O 1 0 O

must be of the previous form for some F, and, furthermore, F is essentially unique.
An elementary discussion of this can be found in [10]. More sophisticated and more
general versions of this argument have been given, starting with [21].
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In terms of our extension procedure, this example can be formulated as follows. If
the D-module basis giving rise to the connection d + %a) is [Po] = [11, [P1], [P2],
then the component %wldtl shows that P, =79, and P, = (19,)* — Fi1170; —
Fi12. Computing 719;[ P»] gives a third-order relation

T) = (7d))° — Fi11(hd))* — QF 112 + hF 11031 — (Fian + hF1112).

Similarly, the component %a)zdtz gives hoy[Po]l = [P2] = [(h9,)? — Fi1hd, —
Fi12]; hence

T2 = h82 — P, where P = (h81)2 - .7-"111h81 - f1127

is also arelation. These two relations generate the ideal of relations of the D-module.
This is an example of the situation of Proposition 2.3.3.

2.4.2 Crepant resolutions

In [6], two examples were given to illustrate a general principle known as the
Crepant Resolution Conjecture. The simpler of the two relates the quantum coho-
mology of the Hirzebruch surface F, = P(O(0) @ O(—2)) (a CP'-bundle over
CP!; the fibrewise one-point compactification of TC P!) to the quantum cohomol-
ogy of the weighted projective space P(1, 1, 2) (the one-point compactification of
TCP"). The natural map F, — P(1, 1, 2) is biholomorphic away from the singular
point [0, 0, 1] of (1, 1, 2). It is a crepant resolution, and the crepant resolution
conjecture predicts that the (orbifold) quantum cohomology of P(1, 1, 2) can be
obtained by specializing the quantum parameters g, g» of I, to certain values.
Coates et al. [6] confirm the conjecture in this case by comparing the D-modules of
each space and carefully matching up their J-functions after analytic continuation.
Such examples are valuable as a guide to finding the most appropriate formula-
tion of the crepant resolution conjecture, and more generally to understanding the
functorial properties of quantum cohomology under birational maps.

We shall explain this example very simply, using the method of Section 2.3. As
this does not involve direct geometric arguments, it suggests the possibility of a
purely D-module-theoretic formulation of the conjecture.

First, we express the quantum D-modules of each space, which are well-known.
Because [, is a CP'-bundle over CP', H?F, has two additive generators which
we call by, by. Geometrically their Poincaré duals may be represented by a fibre
and the infinity section of the bundle, respectively. With respect to this basis, it can
be shown (Section 5 of [17] or Chapter 11 of [9]) that

M™ =D} | /(F, Fy),



Differential equations aspects of quantum cohomology 77

where F| = (19,)> — q1q2, F» = hd,(hd> — 2hd;) — g2(1 — gy). This is a ‘quanti-
zation’ of QH*F> = C[by, b2, q1. ¢21/(b} — q1q2. b2(br — 2b1) — qa(1 — q1)).

For P(1, 1, 2), the (orbifold) quantum cohomology D-module was calculated in
[7]. The (orbifold) cohomology group Orbl]P’(l 1, 2) contains an obvious ‘hyper-
plane class’ b. With respect to this, one has

MP(] 1,2) __ Dh/(P)

where P = (hd)* — 1h(h0)* —
Now, H2,.P(1, 1,2) has rank two it has another additive generator called 1,

which arises from the orbifold structure at the singular point [0, 0, 1]. The defini-
tions of orbifold cohomology and orbifold quantum cohomology are substantial
generalizations of the non-orbifold case, and we shall not discuss them here. How-
ever, the available evidence suggests that the orbifold quantum differential equa-
tions behave in a similar way to those in the non-orbifold case. In particular, the
orbifold Gromov—Witten invariants of weighted projective space may be extracted
by the method of Section 2.2 — see [20]. The canonical® bases of the quantum
D-modules M2, MPU-1.2) " with their corresponding cohomology bases, are as

follows:

11 111

by |ho, b [ho

by |hd, b?|(1d)*
b1by|hd1hoy — q192 1% 2q‘1/2(h8)3.

Theorem 2.4.3 [6] The orbifold quantum D-module M¥1-12) is obtained from
the quantum D-module M™ by setting (q1, q¢») = (=1, iq"/?). This is a natural
identification in which the basis 1, by, by, b1b, of H 2, corresponds to the basis
1,b—ily,2b, 2b% of H?P(1, 1, 2).

We can derive this easily (with hindsight) by expressing the D-module in the
form given at the end of Section 2.3. We begin by computing expressions for the
powers of 110, by differentiating the relations Fy, F»:

(a) (h3,)* = 213,13, + g2 (1 — q1),
(b) (132)* = Bq1q2 + q)hds + 2q2(1 — qRd; + hga(1 + q1),
(c) (hdr)* = 2qo(1 + q1)(d2)* + h(hd2)* + hqa(1 + q)hds — g3 (1 — q1)*.

From (a) and (b) we see that [1], [1d,], [(79,)*], [(79,)*] are linearly independent;
they form a basis of M. The fourth-order relation

= ()" — 2qo(1 + q1)(132)* — h(hd2)’ — hgo(1 + qhdr + g5 (1 — q1)?

6 Canonical basis means a basis constructed from a monomial basis by the canonical procedure of Theorem 2.2.7.
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is given by (c¢). From (b) we obtain

ho, ((n2)° — (3q19> + q2)hdr — hgo(1 + q1)) = P (say).

" 21— q1)

This gives a relation 7, = hd; — P. For dimensional reasons we must have

MFZ — Dh

n,n

/(Fi, ) = D! /(T\, T»).

1,0

Let us now put (g1, g2) = (—1, iql/z). From ¢, = iql/z, we see that the operator
d, restricts to 20, so the operator 7] restricts to

16 ((70)* — 1n(h0)* — 1q)

which is the quantum differential operator of MF1:2) up to a scalar multiple.
Thus, we have exhibited M™ as a t;-extension of MP1:12) in the manner of
Section 2.3.

It remains to extract the relation between the canonical bases from this descrip-
tion. Under the specialization of variables, we have already seen that 719, restricts
to 2h0. Next, formula (b) shows that the operator 710, restricts to

41,61#1/2 (2n0)* + 4iq'*nd) = —2iq~"*(d)’ + ho.
Finally, because (713,)? restricts to 4(719)>, we see from the relation F, that /19,719,
restricts to 2(729)> — ig'/?, and hence 719,19, — q,q; restricts to 2(720)>. From the
preceding table, we read off that the basis elements 1, by, by, b b, correspond to
1,b—ily,2b, 2b?, as required.

The correspondence between the bases may be justified geometrically, by exam-
ining the map F, — P(1, 1, 2), but it is remarkable that the quantum D-module
contains this information implicitly — along with all the Gromov—Witten invariants
of both spaces. For a recent update on the conjecture we refer to [23].

2.4.3 Harmonic maps and mirror symmetry

The second candidate for an integrable system whose solutions include quantum
cohomology is the harmonic (or pluriharmonic) map equation. Small quantum
cohomology is sufficient for this, but, as in the case of the WDVV equation, an
entirely new direction — this time toward mirror symmetry — is required. Further
details of the following discussion may be found in chapter 10 of [19].

The harmonic map equation. The equation for a harmonic map ¢ : R> = C —
G, where G is a (compact or noncompact) Lie group, is

A (" 3:p) + 3,(¢p ' Dy9) = 0.
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Writing z =x +iy and 9 = 3/0z = 1(3/0x —id/dy), 3 =09/0z = 1(3/0x +
id/0dy), the equation becomes

d(p'ag) + (g 'dg) = 0.

This notation assumes that G is a matrix group. If GC is the complexification of
G, and C : G® — GC is the natural conjugation’ map, and ¢ : g€ — g€ is the
induced conjugation map of Lie algebras, then ¢ ~'9¢, ¢~ '9¢ take values in g*
and satisfy c(¢p~'10¢) = ¢~10¢.

The harmonic map equation can be represented as an integrable p.d.e. with
spectral parameter if we introduce the g€-valued 1-form

a=11-H 'de)dz + 11 — (¢ 0)dz,

where A is a complex parameter. Namely, the connection d + « is flat for every
(nonzero) value of A if and only if ¢ satisfies the harmonic map equation. In fact, it
is wellknown and easy to prove (see Sections 4.3 and 7.3 of [19]) that the following
more general statement holds:

Proposition 2.4.4 Let o = %(1 — %)aldzl + %(1 — Maadzr be a g(c-valued 1-
form on C? (or a simply connected open subset of C?). If d + « is flat for
every (nonzero) value of A, then there exists a map ¢ : C> — G such that
a1 = ¢ 1019, ar = @72, and this map satisfies the equation

(' 029) + da(@p'319) = 0.

Conversely, let ¢ : C> — G© be a map which satisfies the equation 3,(¢p~"2¢) +
3(¢p~101¢) = 0. Then a = L(1 — )@~ 'd1p)dz1 + 2(1 — A)(p~'02)d 2, defines
a flat connection d + a.

This remains true when the reality conditions 7, = z, 7o = Z, c(ay) = oy are
imposed, giving the harmonic map equation (on C, or a simply connected open
subset of C).

The spectral parameter here plays a crucial role, because o may be regarded as
a 1-form taking values in the based loop algebra 2g, and the flatness condition
implies (Theorem 2.1.5) that « = ®~!d® for some map ® : N — QG (on a
simply connected open subset N of C). This & is called an ‘extended solution’, or
‘extended harmonic map’. Moreover, the shape of « implies that @ is holomorphic
with respect to the natural complex structure of the based loop group 2G. Because
this complex structure may be obtained from an identification of G with an
open subset® of AG®/A,GC, it follows that & = [L] for some holomorphic map

7 If G = U, then G¢ = GL,(C), and C : G¢ — GC, ¢: g(c — gC are given respectively by C(A) = AL
c(A) = —A*,
8 See Section 8.8 of [19]. If G is compact, 2G may be identified with AGC/A GC.
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L:N — AGC, ie., L = ®B for some (smooth) B : N — A+G(C. This L is of
course not unique, but there is a canonical choice for it, obtained from the Birkhoff
factorization & = ®_&®, and taking L = d_, B = CD;I. It can then be shown
(Section 7.3 of [19]) that L satisfies an equation of the form

—1 _ 1

where w is a holomorphic g€-valued 1-form on N. Conversely, if  is any holomor-
phic g€-valued 1-form, then %a) is of the form L~'d L (because w depends only on a
single variable z, and is therefore flat). From the Iwasawa factorization L = LgL,
it is easy to show that the map given by ® = Ly is an extended harmonic map.
This correspondence

¢ <— w

between harmonic maps ¢ and ‘unrestricted holomorphic data’ w is known as the
DPW correspondence, or generalized Weierstrass representation. Further details
can be found in Section 7.3 of [19] or the original paper [12].

The D-module. The harmonic map equation in the form L~!'dL = %a) can be
rewritten in an illuminating way if we make use of the Grassmannian model of
QG. This is an identification

QG = Grf

of QG with a certain infinite-dimensional Grassmannian manifold (Section 8.6 of
[28]). The holomorphic map ® = [L] : N — QG corresponds to a holomorphic
map W : N — Gr¥, and hence to a holomorphic vector bundle W*7 where 7 is
the tautologous vector bundle on Gr?. The harmonic map equation L~'dL = %a)
can then be written as

A3, TW*T € TW*T,

where I" denotes the space of holomorphic sections. This says that ' W*7 has a
D-module structure: it is acted upon by the ring D’ of differential operators which
is generated by Ad, and whose elements have coefficients which are holomorphic
in z € N and holomorphic in A in a neighbourhood of A = 0. In the case G = U,
this is explained in detail in Section 8.2 of [19].

This D-module does not generally have a distinguished cyclic generator,
although some examples with distinguished cyclic generators can be found in
[16] (Proposition 2.3 and Theorem 2.4). We shall focus on one particular kind of
harmonic map which arises from quantum cohomology, where the D-module may
be identified with the quantum D-module.

Quantum cohomology as a (pluri)harmonic map. To explain the link with
quantum cohomology, two extensions are needed (Sections 7.4 and 7.5 of [19]).
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First, the theory applies also to pluriharmonic maps ¢ : C" — G, whose equations
have a similar zero-curvature form. However, when r > 1, the holomorphic data
w =Y ._, w;idz; is no longer ‘unrestricted’; it is subject to the nontrivial flatness
condition dw = w A w = 0. Second, the theory applies to harmonic (or plurihar-
monic) maps ¢ : C — G/K where G/K is a symmetric space. Here the 1-form «
looks simpler, as it can be written

a = (af + taMdz + (@ + raMdz,

where o; = ozf + o denotes the eigenspace decomposition of the involution o :
g€ — g€ which defines the symmetric space.

The first main observation is that the map L : N — GL;;;(C) of quantum
cohomology (where N is an open subset of H>M = C") is exactly of the mentioned
form, that is, it satisfies L~'dL = %a) where w is given by the quantum products.
Moreover, w takes values in m®, the (—1)-eigenspace of a certain natural involution
o on g® = gl (C) (this fact corresponds to the Frobenius property of the quantum
product). By the preceding general theory, it follows that the quantum cohomology
of M defines a pluriharmonic map into a symmetric space G/K, where G is any
real form of GL,,;(C). One natural real form” is GL,_(R), corresponding to the
cohomology with real coefficients H*(M;R), and this gives the symmetric space
GL;+1(R)/Os41.

The second main observation concerning quantum cohomology — and the link
with mirror symmetry — is that in certain situations this (pluri)harmonic map has
an independent geometrical interpretation, as the period map for a variation of
Hodge structure. The most famous example is the quintic threefold M in CP*.
The harmonic map obtained from the quantum cohomology of M can be described
simply as follows: For a certain holomorphic C*-valued function u, consider the
holomorphic map

U = Span{u} € Spanf{u, u'} € Spanf{u, u’,u"} € C*

to the flag manifold SU4/S(U; x U; x Uy x Uy). This flag manifold can be identi-
fied with the space of quadruples (L, L, L3, L4) of mutually orthogonal complex
lines in the Hermitian space C*, and it is well-known (cf. Example 8.16 of [19])
that the composition of any map U of the displayed form with the projection
map (Ly, Ly, L3, Ly) — L @ L3 is a harmonic map into the symmetric space
Gr,C* = SU4/S(U, x U,). In terms of the general theory of Section 2.2, the map
u can be identified with the J-function, and the map U with L, if the flag manifold

® In Chapter 10 of [19], an (indefinite) unitary group based on H*(M;R) was used. Any choice gives a pluri-
harmonic map, so the “best” choice depends on imposing further criteria. Further discussion of this point, in
particular the relation with [22], can be found in Section 6 of [11].
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is embedded suitably in the loop group 2SUy. (This is consistent with the above
choice of symmetric space GL4(IR)/Oy4, because U actually takes values in the
smaller symmetric space Sp,(R)/U,, a symplectic Grassmannian.) Mirror symme-
try says that U can be identified with the period map

H3,0 C H3’0®H2’1 C HS’O@HZ’I@HI’Z C H3’0®H2’1@H1’2@H0’3

where H'/ = H"J M for a ‘mirror partner’ M of M. The domain of this map is (an
open subset of) the moduli space of complex structures of M, as H/ M depends
on the complex structure.

It is a special feature of Calabi—Yau manifolds (such as the quintic threefold)
that the harmonic map can be described in this way, in elementary terms, without
using loop group theory. However, for the quantum cohomology of Fano manifolds
(such as CP"), the map L does not factor through a finite-dimensional submanifold
of the loop group. It does still have a variation of Hodge structure interpretation, in
a generalized sense (due to Barannikov [3,4] and Katzarkov et al. [25]), because of
the Grassmannian model of the loop group: instead of U, we use the holomorphic
map W (associated to L) which was described above.

The correspondence

¢ (variation of Hodge structure) <— @ (quantum cohomology)

between the pluriharmonic map ¢ and the holomorphic data @ can be regarded
as an expression of mirror symmetry. It is given explicitly by the Birkhoff and
Iwasawa loop factorizations:

Birkhoff
—_—

O (or ¢) L (or )

Iwasawa

In this way, the quantum D-module contains not only the geometric information
consisting of the Gromov—Witten invariants, but also the much less visible geo-
metric information consisting of the variation of Hodge structure of the mirror
partner.

2.5 Conclusion

Much remains to be done to clarify the integrable systems aspects of quantum
cohomology, but an even more elusive goal is to characterize quantum cohomology
in purely differential-equation-theoretic terms. The quantum D-module will attain
the status of de Rham cohomology (for example) only if those D-modules which
occur as quantum D-modules can be described precisely. This goal is probably too
optimistic, but one can at least make a start by listing some conditions, such as:
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— quantization of a commutative algebra

— regular singular point of maximal unipotent monodromy at g = 0
— homogeneity

— self-adjointness.

In Section 2.2 we have focused on the first of these, so let us comment briefly on
the others, taking the case of Mg’ (Examples 2.2.4, 2.2.6 and 2.2.8) as a concrete
example. The quantum differential operator here is

(hd)* — 27q(hd)* — 2Thq(hd) — 6h’q.

The second condition has the usual meaning from o.d.e. theory. The third means
that the operator is weighted homogeneous, the weights of the symbols 9, 7, g
being 0, 2, 4, respectively. So far, any quantization of the quantum cohomology
relation b* — 27¢b? of the form (19)* — 27¢(hd)> — ahq(hd) — Bh>q would have
all these properties, where «, § are constants. The fourth condition means that the
operator is formally self-adjoint with respect to the involution defined by 0* = —0,
n* = —n (see Section 6.3 of [19]). This condition forces « to be 27. However, only
the value 8 = 6 gives the correct quantum products (or Gromov—Witten invariants),
and our conditions do not pin this down; we need more, and these are not going to
be straightforward.

One source of additional conditions is the global behaviour of the associated
(pluri)harmonic map, regarded as a generalized period map. There is a positivity
condition which generalizes the second Riemann—Hodge bilinear relation, and it
is natural to insist on this. Some ideas in this direction can be found in [22] (see
also [11] for a particular example). A related source is the arithmetic behaviour of
the differential equation. Even in the Calabi—Yau case where the second Riemann—
Hodge bilinear relation is known to hold, it is difficult to characterize differen-
tial equations whose solutions have the expected integrality properties (related to
the integrality or rationality of the Gromov—Witten invariants) — see, e.g., [1]
and [2].
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3
Index theory and groupoids

CLAIRE DEBORD AND JEAN-MARIE LESCURE*

Abstract

This chapter is mainly devoted to a proof, using groupoids and KK-theory,
of Atiyah and Singer’s index theorem on compact smooth manifolds. We first
present an elementary introduction to groupoids, C*-algebras, KK-theory and
pseudodifferential calculus on groupoids. We then show how the point of view
adopted here generalizes to the case of conical pseudomanifolds.

3.1 Introduction

This chapter is meant to give the tools involved in our approach to index the-
ory for singular spaces. The global framework adopted here is noncommuta-
tive geometry, with a particular focus on groupoids, C*-algebras and bivariant
Ktheory.

The idea of using C*-algebras to study spaces may be understood with the
help of the Gelfand theorem, which asserts that Hausdorff locally compact spaces
are in one-to-one correspondence with commutative C*-algebras. A starting point
in noncommutative geometry is then to think of noncommutative C*-algebras as
corresponding to a wider class of spaces, more singular than Hausdorff locally
compact spaces. As a first consequence, given a geometrical or topological object
which is badly behaved with respect to classical tools, noncommutative geometry
suggests defining a C*-algebra encoding relevant information carried by the original
object.

" We would like to thank Georges Skandalis, who allowed us to use several of his works, in particular the
manuscript of one of his courses [48,49]. We would like to warmly thank Jorge Plazas for having typewritten
a part of this chapter during the summer school, and Jérome Chabert, who carefully read the chapter and
corrected several mistakes. We are grateful to all the organizers for their kind invitation to the extremely
stimulating summer school held at Villa de Leyva in July 2007, and we particularly thank Sylvie Paycha, both
as an organizer and for her valuable comments on this document.

86



Index theory and groupoids 87

Refining this construction, one may try to define this C*-algebra as the C*-
algebra of a groupoid [46,47]. That is, one can try to build a groupoid directly,
encoding the original object and regular enough to allow the construction of its
C*-algebra. In the ideal case where the groupoid is smooth, one gets much more
than a C*-algebra, which only reflects topological properties: the groupoid has a
geometrical and analytical flavor enabling many applications.

An illuminating example is the study of the space of leaves of a foliated
manifold (M, F) [10, 11, 14]. Although this space M/F is usually very sin-
gular, the holonomy groupoid of the foliation leads to a C*-algebra C*(M, F)
replacing with great success the algebra of continuous functions on the space
M /F. Moreover, the holonomy groupoid is smooth and characterizes the original
foliation.

Once a C*-algebra is built for the study of a given problem, one can look for
invariants attached to it. For ordinary spaces, basic invariants live in the homology
or cohomology of the space. When dealing with C*-algebras, the suitable homology
theory is K-theory, or better the KK-theory developed by G. Kasparov [30,31,49]
(when a smooth subalgebra of the C*-algebra is specified, which for instance is the
case if a smooth groupoid is available, one may also consider cyclic (co)homology,
but this theory is beyond the scope of these notes).

There is a fundamental theory which links the previous ideas, namely index
theory. In the 1960s, Atiyah and Singer [6] proved their famous index theorem.
Roughly speaking, they showed that, given a closed manifold, one can associate
to any elliptic operator an integer called the index, which can be described in two
different ways: one purely analytic and the other purely topological. This result is
stated with the help of K-theory of spaces. Hence, using the Swan—Serre theorem,
it can be formulated with K-theory of (commutative) C*-algebras. This point, and
the fact that the index theorem can be proved in many ways using K-theoretic
methods, leads to the attempt to generalize it to more singular situations where
appropriate C*-algebras are available. Noncommutative geometry therefore offers
a general framework in which one can try to state and prove index theorems.
The case of foliations illustrates this perfectly again: elliptic operators along the
leaves, equivariant with respect to the holonomy groupoid, admit an analytical
index living in the K-theory of the C*-algebra C*(M, F). Moreover, this index can
also be described in a topological way, and this is the content of the index theorem
for foliations of Connes and Skandalis [14].

Connes [13] also observed the important role played by groupoids in the def-
inition of the index map: in both cases of closed manifolds and foliations, the
analytical index map can be described with the use of a groupoid, namely a defor-
mation groupoid. This approach has been extended by the authors and Nistor [20],
who showed that the topological index of Atiyah and Singer can also be described
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using deformation groupoids. This leads to a geometrical proof of the index the-
orem of Atiyah and Singer; moreover, this proof is easily applied to a class of
singular spaces (namely, pseudomanifolds with isolated singularities).

The content of this chapter is divided into three parts. Let us briefly describe
them:

Part I: Groupoids and their C*-algebras. As mentioned earlier, the first problem in the
study of a singular geometrical situation is to associate to it a mathematical object
which carries the information one wants to study and which is regular enough to be
analyzed in a reasonable way. In noncommutative geometry, answering this question
amounts to looking for a good groupoid and constructing its C*-algebra. These points
will be the subject of Sections 3.2 and 3.4.

Part II: KK-theory. Once the situation is desingularized, say through the construction
of a groupoid and its C*-algebra, one may look for invariants which capture the
basic properties. Roughly speaking, the KK-theory groups are convenient groups of
invariants for C*-algebras, and KK-theory comes with powerful tools to carry out
computations. Kasparov’s bivariant K-theory will be the main topic of Sections 3.4
to 3.6.

Part III: Index theorems. We first briefly explain in Section 3.7 the pseudodifferential
calculus on groupoids. Then, in Section 3.8, we give a geometrical proof of the
Atiyah-Singer index theorem for closed manifolds, using the language of groupoids
and KK-theory. Finally we show in the last section how these results can be extended
to conical pseudomanifolds.

Prerequisites. The reader interested in this course should have background in
several domains. Familiarity with basic differential geometry (manifolds, tangent
spaces) is needed. The notions of fiber bundle and of K-theory for locally compact
spaces should be known. Basic functional analysis, including the analysis of linear
operators on Hilbert spaces, should be familiar. The knowledge of pseudodifferen-
tial calculus (basic definitions, ellipticity) is necessary. Although it is not absolutely
necessary, some familiarity with C*-algebras is preferable.

I. Groupoids and their C*-Algebras

This first part will be devoted to the notion of groupoid, specifically that of dif-
ferentiable groupoid. We provide definitions and consider standard examples. The
interested reader may look for example at [12,35]. We then recall the definition of
C*-algebras and see how one can associate a C*-algebra to a groupoid. The theory
of C*-algebras of groupoids was initiated by Jean Renault [46]. A good reference
for the construction of groupoid C*-algebras is [32], by which the end of Section
3.3.2 is inspired.
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3.2 Groupoids

3.2.1 Definitions and basic examples of groupoids

Definition 3.2.1 Let G and G“) be two sets. A groupoid structure on G over G
is given by the following homomorphisms:

* Aninjective map u : G — G. The map u is called the unit map. We often identify G©
with its image in G. The set G is called the set of units of the groupoid.
* Two surjective maps: r,s : G — G, which are, respectively, the range and source
maps. They are equal to the identity on the space of units.
* An involution
i:G— G,
y =y
called the inverse map. It satisfies s 0o i = r.
* A map
p:G? = G,
Vi, v2) = vy,

called the product, where the set

G? :={(r1.12) € G x G | s(1) = r(n)}

is the set of composable pairs. Moreover, for (y1, y2) € G?® we have r(y; - 1») = r(y)
and s(y1 - y2) = s(2).

The following properties must be fulfilled:

* The product is associative: for any y;, y», y3 in G such that s(y;) = r(y») and s(y») =
r(y3) the following equality holds:

v va=y1-(2-va).

* Forany y in G,onehasr(y)-y =y -s(y)=yandy -y~ =r(y).

A groupoid structure on G over G is usually denoted by G = G, where the
arrows stand for the source and target maps.
We will often use the following notation:
Ga:=s"'(4), G!=r"'(B) and G§=G,nG"

If x belongs to G, the s-fiber (r-fiber) of G over x is G, = s~ (x) (G* = r~!(x)).

The groupoid is topological when G and G are topological spaces with G©
Hausdorff, the structural homomorphisms are continuous, and i is a homeomor-
phism. We will often require that our topological groupoids be locally compact.
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This means that G = G? is a topological groupoid, such that G is second count-
able, each point y in G has a compact (Hausdorff) neighborhood, and the map s is
open. In this situation the map r is open and the s-fibers of G are Hausdorff.

The groupoid is smooth when G and G’ are second-countable smooth manifolds
with G© Hausdorff, the structural homomorphisms are smooth, u is an embedding,
s 1s a submersion, and i is a diffeomorphism.

When G = G© is at least topological, we say that G is s-connected when for
any x € G the s-fiber of G over x is connected. The s-connected component of a
groupoid G is |, g0 CG,, where CG, is the connected component of the s-fiber
G, which contains the unit u(x).

Examples

1. A space X is a groupoid over itself withs =r = u = 1d.

2. A group G =3 {e} is a groupoid over its unit e, with the usual product and inverse map.

3. A group bundle : 7 : E — X is a groupoid £ = X with r = s = m and algebraic
operations given by the group structure of each fiber E,, x € X.

4. If R is an equivalence relation on a space X, then the graph of R,

Gr:={(x,y) € X x X | xRy},
admits a structure of groupoid over X, which is given by
u(x) = (x, x), s(x,y)=1y, r(x,y) =x,
=00, Y- (h) =1,2)

for x, y, zin X. When xRy for any x, y in X, Gg = X x X = X is called the pair
groupoid.

5. If G is a group acting on a space X, the groupoid of the action is G x X = X with the
following structural homomorphisms:

u(x) = (e, x), s(g, x) = x, rg,x)=g-x,
gx)'=@¢ " g-x)n (hg-x)(gx) =(hgx)

forxin X and g, hin G.
6. Let X be a topological space. The homotopy groupoid of X is

II(X) :={c | c:[0,1] - X acontinuous path} = X,
where ¢ denotes the homotopy class (with fixed endpoints) of c. We let
u(x) = cx,
where c, is the constant path equal to x,

5(2) = ¢(0), (@) = c(1), cl=cT,
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where ¢~ '(t) = ¢(1 — 1),

Cl-Cr=2C1"Cp,

where c; - c(t) = ¢,(2t) for t € [0, %] and ¢y - cp(t) = c1(2t — 1) fort € [%, 1]. When
X is a smooth manifold of dimension n, I1(X) is naturally endowed with a smooth
structure (of dimension 2n). A neighborhood of ¢ is of the form {¢ic¢y | ¢1(0) =
c(l), c(0) =co(1), Im ¢; C U;, i =0, 1} where U; is a given neighborhood of c(i)
in X.

3.2.2 Homomorphisms and Morita equivalences

3.2.2.1 Homomorphisms

Let G = G© be a groupoid of source s; and range rg, and H = H® be a
groupoid of source sy and range ry. A groupoid homomorphism from G to H is
given by two maps:

f:G—-H and f9:69 > O

such that

s ryof=forg,
* f = f(y~Hforany y € G,
* fni-v2) = fly) - f(y2) foryr, y2in G such that sg(y1) = re(y2).
We say that f is a homomorphism over f©. When G© = H® and f© =1d, we
say that f is a homomorphism over the identity.

The homomorphism f is an isomorphism when the maps f, f© are bijections
and f~!: H — G is a homomorphism over ()~

As usual, when dealing with topological groupoids we require that f be contin-
uous and, when dealing with smooth groupoids, that f be smooth.

3.2.2.2 Morita equivalence

In most situations, the right notion of isomorphism of locally compact groupoids
is the weaker notion of Morita equivalence.

Definition 3.2.2 Two locally compact groupoids G = G and H = H® are
Morita equivalent if there exists a locally compact groupoid P = G 11 H©® such
that

* the restrictions of P over G and H© are, respectively, G and H:
(0) (0)
PSy =G and P}, =H;

¢ for any y € P there exists 1 in Pg::) U Pg((:: such that (y, n) is a composable pair (i.e.,
s(y) =r(m).
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Examples
1. Let f : G — H be an isomorphism of locally compact groupoid. Then the following

groupoid defines a Morita equivalence between H and G:
P=GuGuG'uH=GYuHY,

where with the obvious notation we have

G=G=G",
56 on q’ rG on G UG,
sgof onG, A
Sp = ~_1 rp = S[.]Of on G y
"G on G, r on H
SH on H, 1 ’
ic(y) on G,
- ug on GO, ip(y) = in(y) on H,
P~ luy on HO, PY) = yeG' onG,
yeG onG',
pc(yi, v2) on G?,
(Y1, V2) } on H®, )
) rctr, ) €G fory; € G, y» € G,
pr(y1, v2) = _1 = =
pe(ri, [ (1) € G foryi € G, yr € H,
pc(vi, ) €G foryi€ G, ype G,
fopcyi,yp) e H fory €G, ype G

Suppose that G = G© is a locally compact groupoid and ¢ : X — G© is an open
surjective map, where X is a locally compact space. The pullback groupoid is the
groupoid

“0*(G) = X,
where
0" (G) ={(x,y,y) € X x G x X | ¢(x) =r(y) and p(y) = s(y)}

with  s(x,y,y) =y, ry,»=x, v,y -O0rn2)=Ky" 2 and
(x,y,y)"' = (v, ¥y, x). One can show that this endows *¢*(G) with a locally
compact groupoid structure. Moreover, the groupoids G and *¢*(G) are Morita
equivalent, but not isomorphic in general. To prove this last point, one can put
a locally compact groupoid structure on P=GUX X, GUG x; X U*p*(G)
over XUG®, where X x, G ={(x,7) € XxG | p(x)=r(y)} and G x, X =
{(y,x) € G x X | p(x) = s(y)}.



Index theory and groupoids 93
3.2.3 The orbits of a groupoid

Suppose that G = G'? is a groupoid of source s and range r.
Definition 3.2.3 The orbit of G passing trough x is the following subset of G©:
Or, =r(G,) = s(G").

We let G/ G or Or(G) be the space of orbits.

The isotropy group of G at x is G, which is naturally endowed with a group
structure with x as unit. Notice that multiplication induces a free left (right) action
of G on G* (G,). Moreover, the orbits space of this action is precisely Or, and
the restriction s : G* — Or, is the quotient map.

Examples and remarks

1. In example 4 in Section 3.2.1, the orbits of G correspond exactly to the orbits of the
equivalence relation R. In example 5, the orbits of the groupoid of the action are the
orbits of the action.

2. The second assertion in the definition of Morita equivalence precisely means that both
G© and H® meet all the orbits of P. Moreover, one can show that the map

0r(G) — Or(H),
0r(G)x > Or(P), N HY

is a bijection. In other word, when two groupoids are Morita equivalent, they have the
same orbit space.

Groupoids are often used in noncommutative geometry for the study of singular
geometrical situations. In many geometrical situations, the topological space which
arises is strongly non-Hausdorff, and the standard tools do not apply. Nevertheless,
it is sometimes possible to associate to such a space X a relevant C*-algebra as
a substitute for Co(X). Usually we first associate a groupoid G = G© such that
its space of orbits G/ G is (equivalent to) X. If the groupoid is regular enough
(smooth, for example), then we can associate natural C*-algebras to G. This point
will be discussed later. In other words, we desingularize a singular space by viewing
it as coming from the action of a nice groupoid on its space of units. To illustrate
this point let us consider two examples.

3.2.4 Groupoids associated to a foliation

Let M be a smooth manifold.

Definition 3.2.4 A (regular) smooth foliation F on M of dimension p is a partition
{F;}; of M where each F; is an immersed submanifold of dimension p called a
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=

Fig. 3.1.

leaf. Moreover, the manifold M admits charts of the following type:
¢ :U—> R’ xRY,

where U is open in M and such that for any connected component P of F; N U
where i € I, thereis at € R? such that p(P) = R? x {¢t}.

In this situation the rangent space to the foliation, TF := |, T F;, is a sub-
bundle of T M stable under Lie bracket.

The space of leaves M /F is the quotient of M by the equivalence relation of
being on the same leaf.

A typical example: Take M = P x T, where P and T are connected smooth
manifolds with the partition into leaves given by {P x {t}},cr. Every foliation is
locally of this type.

The space of leaves of a foliation is often difficult to study, as appears in the
following two examples:

Examples

1. Let F, be the foliation on the plane R? by lines {y = ax + t},cgr Where a belongs to R.
Take the torus 7 = R?/Z? to be the quotient of R? by translations of Z?. We denote by
F, the foliation induced by F, on T. When « is rational the space of leaves is a circle,
but when a is irrational it is topologically equivalent to a point (i.e., each point is in any
neighborhood of any other point).

2. Let C\ {(0)} be foliated by

{St}re10,11 YU {D}re10,2715

where S, = {z € C||z| = t}is the circle of radius £, and D, = {z = &/* T+ | x € R}}.
(See Figure 3.1.)
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L

Fig. 3.2.

A holonomy groupoid is a smooth groupoid which desingularizes the space of
leaves of a foliation. Precisely, if F is a smooth foliation on a manifold M, its
holonomy groupoid is the smallest s-connected smooth groupoid G =% M whose
orbits are precisely the leaves of the foliation. Here, smallest means thatif H = M
is another s-connected smooth groupoid whose orbits are the leaves of the foliation,
then there is a surjective groupoid homomorphism : H — G over identity.

The first naive attempt to define such a groupoid is to consider the graph of the
equivalence relation defined by being on the same leaf. This does not work: you get
a groupoid, but it may not be smooth. This fact can be observed in the preceding
example 2. Another idea consists in looking at the homotopy groupoid. Let T1(F)
be the set of homotopy classes of smooth paths lying on leaves of the foliation. It
is naturally endowed with a groupoid structure similarly to the homotopy groupoid
of Section 3.2.1, example 6. Such a groupoid can be naturally equipped with a
smooth structure (of dimension 2p + ¢), and the holonomy groupoid is a quotient
of this homotopy groupoid. In particular, when the leaves have no homotopy, the
holonomy groupoid is the graph of the equivalence relation of being in the same leaf.

3.2.5 The noncommutative tangent space of a conical pseudomanifold

It may happen that the underlying topological space which is under study is a nice
compact space which is “almost” smooth. This is the case of pseudomanifolds
[24,36,53]; for a review on the subject see [9,28]. In such a situation we can
desingularize the tangent space [18, 19]. Let us see how this works in the case of a
conical pseudomanifold with one singularity.

Let M be an m-dimensional compact manifold with a compact boundary
L. We attach to L the cone ¢cL = L x [0, 1]/L x {0}, using the obvious map
L x {1} - L C aM. The new space X = cL U M (see Figure 3.2) is a compact
pseudomanifold with a singularity [24]. In general, there is no manifold structure
around the vertex c of the cone.
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We will use the following notation: X° = X \ {c} is the regular part, X* denotes
M\ L =X\cL, X, =M denotes its closure in X, and X~ = Lx]0, I[. If y is
a point of the cylindrical part of X \ {c}, we write y = (y., k), where y; € L
and k, € 0, 1] are the tangential and radial coordinates. The map y — k, is
extended into a smooth defining function for the boundary of M. In particular,
k~'(1) = L = M and k(M) C [1, +o0l.

Let us consider 7 X+, the restriction to X+ of the tangent bundle of X°. As a C*®
vector bundle, it is a smooth groupoid with unit space X+. We define the groupoid
TSX as the disjoint union

- s
TSX =X x X UTXT = X°,

where X~ x X~ == X is the pair groupoid.

In order to endow TSX with a smooth structure, compatible with the usual
smooth structure on X~ x X~ and on 7 X+, we have to take care of what happens
around points of 7X T |, 5.

Let T be a smooth positive function on R such that ='({0}) = [1, +oo[. We let
% be the smooth map from X° to R™ given by #(y) = 7 o k(y).

Let (U, ¢) be a local chart for X° around z € AX+. Setting U~ = U N X~ and
U+ = U N X+, we define a local chart of TSX by

d: U xU UTUt — R" xR",

P(y) — ¢(x)

d(x,y) = <¢(X), - ) if(x,y)eU” xU", (3.1
T(x)

P(x, V) = (§(x), ($)«(x, V))  elsewhere.

We define in this way a smooth groupoid structure on 7SX. Note that at the
topological level, the space of orbits of TS X is equivalent to X: there is a canonical
isomorphism between the algebras C(X) and C(X°/TSX).

The smooth groupoid TSX = X° is called the noncommutative tangent space
of X.

3.2.6 Lie theory for smooth groupoids

Let us go into the more specific world of smooth groupoids. Similarly to Lie groups
which admit Lie algebras, any smooth groupoid has a Lie algebroid [42,43].

Definition 3.2.5 A Lie algebroid A= (p: A— TM,[, ]4) on a smooth mani-
fold M is a vector bundle A — M equipped withabracket[, ]4: I'(A) x '(4A) —
I'(A) on the module of sections of A together with a homomorphism of fiber
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bundle p : A — TM from A to the tangent bundle T M of M called the anchor,
such that:

(i) the bracket [, ]4 is R-bilinear, is antisymmetric and satisfies the Jacobi identity,
(1) [X, fYla = fIX, Y4+ p(X)(f)Y forall X, Y € I'(A) and f a smooth function
of M,
(i) p((X, Y14 = [p(X), p(Y)] forall X, Y € ['(A).

Each Lie groupoid admits a Lie algebroid. Let us recall this construction.
Let G = G be a Lie groupoid. We denote by 7°G the subbundle of TG of

s-vertical tangent vectors. In other words, 7°G is the kernel of the differential T's
of s.

Forany yinGlet R, : G,y — Gy be the right multiplication by y. A tangent
vector field Z on G is right invariant if it satisfies:

e Ziss-vertical: Ts(Z) = 0.
* Forall (y1, y2)in G®, Z(y1 - y») = TR,,(Z(1)).

Note that if Z is a right invariant vector field and A’ its flow, then for any ¢, the local
diffeomorphism A’ is a local left translation of G, that is, h'(y, - y2) = h'(y1) - ¥»
when it makes sense.

The Lie algebroid AG of G is defined as follows:

* The fiber bundle AG — G© is the restriction of 7°G to G©. In other words: AG =
U,ego TxGy is the union of the tangent spaces to the s-fiber at the corresponding unit.

* The anchor p : AG — TG is the restriction of the differential Tr of r to AG.

e IfY : U — AG is a local section of AG, where U is an open subset of G, we define
the local right invariant vector field Zy associated with Y by

Zy(y) =TR,(Y(r(y)) forall yeGY.
The Lie bracket is then defined by
[, 1:T(AG) x I'(AG) — T'(AG),
(Y1, Y2) = [Zy,, Zy,]lgo,

where [Zy,, Zy,] denotes the s-vertical vector field obtained with the usual bracket, and
[Zy,, Zy,]go is the restriction of [Zy,, Zy,] to G©.

Example If I1(F) is the homotopy groupoid (or the holonomy groupoid) of a
smooth foliation, its Lie algebroid is the tangent space T F to the foliation. The
anchor is the inclusion. In particular, the Lie algebroid of the pair groupoid M x M
on a smooth manifold M is T M, the anchor being the identity map.
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Lie theory for groupoids is much trickier than for groups. For a long time
people thought that, as for Lie algebras, every Lie algebroid integrates into a Lie
groupoid [44]. In fact this assertion, named Lie’s third theorem for Lie algebroids,
is false. This was pointed out by a counterexample given by Almeida and Molino
in [1]. Since then, a lot of work has been done around this problem. A few years
ago Crainic and Fernandes [15] completely solved it by giving a necessary and
sufficient condition for the integrability of Lie algebroids.

3.2.7 Examples of groupoids involved in index theory

Index theory is a part of noncommutative geometry where groupoids may play a
crucial role. Index theory will be discussed later in this chapter, but we want to
present here some of the groupoids which will arise.

Definition 3.2.6 A smooth groupoid G is called a deformation groupoid if
G =G x {0}UG,2x10,11 = G = M x [0, 1],

where G| and G, are smooth groupoids with unit space M. That is, G is obtained by
gluing G, x]0, 1] = M x]0, 1], which is the groupoid G, parametrized by ]0, 1],
with the groupoid G| x {0} = M x {0}.

Example Let G be a smooth groupoid, and let AG be its Lie algebroid.
The adiabatic groupoid of G [13, 38, 39] is a deformation of G on its Lie
algebroid:

Gas = AG x {0} UG x10,1] = G© x [0, 1],

where one can put a natural smooth structure on G,4. Here, the vector bundle
7 : AG — G is considered as a groupoid in the obvious way.

3.2.7.1 The tangent groupoid

A special example of adiabatic groupoid is the rangent groupoid of Connes [13].
Consider the pair groupoid M x M on a smooth manifold M. We saw that its
Lie algebroid is 7 M. In this situation, the adiabatic groupoid is called the rangent
groupoid and is given by

Gy =TM x {0} uM x Mx]0,1]1 = M x [0, 1].

The Lie algebroid is the bundle A(G},) :== TM x [0, 1] - M x [0, 1] with anchor
p:(x,V,)eTM x[0,1]+— (x,tV,1,00 e TM x T[O, 1].



Index theory and groupoids 99

Choose a Riemannian metric on M. The smooth structure on G}, is such that the
map

UCTM x[0,1] = G},

(x,V,0) ift =0,

x,V,t) > {(x, exp,(—tV),1) elsewhere

is a smooth diffeomorphism on its range, where { is an open neighborhood of
TM x {0}.

The previous construction of the tangent groupoid of a compact manifold gen-
eralizes to the case of conical manifold. When X is a conical manifold, its tangent
groupoid is a deformation of the pair groupoid over X° into the groupoid 7SX.
This deformation has a nice description at the level of Lie algebroids. Indeed,
with the notation of Definition 3.2.5, the Lie algebroid of G is the (unique) Lie
algebroid given by the fiber bundle AG} = [0, 1] x ATSX)=1[0,1] x TX° —
[0, 1] x X°, with anchor map

pg, t AGy =1[0,11 x TX* — T([0, 1] x X°) = T[0, 1] x T X",
A, x, V) > (A, 0,x,(F(x)+1)V).

Such a Lie algebroid is almost injective; thus it is integrable [15, 17]. Moreover, it
integrates into the tangent groupoid, which is defined by

Gl = X° x X°x]0, 11 U TSX x {0} = X° x [0, 1].

Once again one can equip such a groupoid with a smooth structure compatible with
the usual one on each piece: X° x X°x]0, 1] and TSX x {0} [19].

3.2.7.2 The Thom groupoid

Another important deformation groupoid for our purpose is the Thom groupoid
[20].

Let m : E — X be a conical vector bundle. This means that X is a conical
manifold (or a smooth manifold without vertices) and we have a smooth vector
bundle 7° : E° — X° whose restriction to X~ = Lx]0, 1[ is equal to E; x]0, 1[,
where E; — L is a smooth vector bundle. If E* — X denotes the bundle E°
restricted to X, then E is the conical manifold E = cE; U E™.

When X is a smooth manifold (with no conical point), this boils down to the
usual notion of smooth vector bundle.

From the definition, 7 restricts to a smooth vector bundle map 7° : E° — X°.
Welet rpp 1 =7° x1d: E° x [0,1] = X° x [0, 1].

We consider the tangent groupoids Gy =2 X° x [0, 1] for X and G, =% E° x
[0, 1] for E, equipped with a smooth structure constructed using the same gluing
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function 7 (in particular 7 o m = 7¢). We denote by *n;g),”(g;() = E° x [0, 1]
the pullback of G} by 7y 1.

We first associate to the conical vector bundle E a deformation groupoid 7/
from *7f; 1,(G) to Gi. More precisely, we define

Tg := G x {0} u™m 13,(G%) %10, 11 = E° x [0, 1] x [0, 1].

Once again, one can equip 7/ with a smooth structure [20], and the restriction of
T} to E° x {0} x [0, 1] leads to a smooth groupoid,

Hr = TSE x {0} u*n*(TSX)x]0, 1] = E° x [0, 1],

called a Thom groupoid associated to the conical vector bundle E over X.
The following example explains what these constructions become if there is no
singularity.

Example Suppose that p : E — M is a smooth vector bundle over the smooth
manifold M. Then we have the usual tangent groupoids G, = TE x {0} U E x
Ex]0,11 =3 E x[0,1]and G}, = TM x {0} uM x Mx]0,1] = M x [0, 1]. In
this example the groupoid 7. will be given by

T = TE x {0} x {0} u*p*(TM) x {0}x]0, 1]U E x Ex]0, 1] x [0, 1]
= E x [0, 1] x [0, 1]

and is smooth. Similarly, the Thom groupoid will be given by Hg := TE x {0} U
*p*(TM)x]0,11 = E x [0, 1].

3.2.8 Haar systems

A locally compact groupoid G = G'? can be viewed as a family of locally compact
spaces

G.={yeG|s(y)=x}

parametrized by x € G). Moreover, right translations act on these spaces. Pre-
cisely, to any y € G one associates the homeomorphism

R, : G, — Gy,
n=mn-y.

This picture enables us to define the right analogue of Haar measure on locally
compact groups to locally compact groupoids, namely Haar systems. The following
definition is due to Renault [46].
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Definition 3.2.7 A Haar system on G is a collection v = {v,},cco of positive
regular Borel measure on G satisfying the following conditions:

(i) Support: For every x € G, the support of v, is contained in G.
(ii) Invariance: For any y € G, the right-translation operator R, : G, — G, is measure-
preserving. That is, for all f € C.(G),

ff(n)dvy(n)=/f(n-y)dvx(n)-
(iii) Continuity: For all f € C.(G), the map
GY - C,

x> [fy)dvi(y)

is continuous.

In contrast to the case of locally compact groups, Haar systems on groupoids may
not exist. Moreover, when such a Haar system exists, it may not be unique. In the
special case of a smooth groupoid, a Haar system always exists [40,45], and any
two Haar systems {v,} and {u,} differ by a continuous and positive function f on
GO: v, = f(x)u, forall x € GO,

Example When the source and range maps are local homeomorphisms, a possible
choice for v, is the counting measure on G,.

3.3 C*-algebras of groupoids

This second part starts with the definition of a C*-algebra together with some
results. Then we construct the maximal and minimal C*-algebras associated to a
groupoid and compute explicit examples.

3.3.1 C*-algebras — Basic definitions

In this subsection we introduce the terminology and give some examples and
properties of C*-algebras. We refer the reader to [3,21,41] for a more complete
overview on this subject.

Definition 3.3.1 A C*-algebra A is a complex Banach algebra with an involution
X > x* such that:

() x+py)* =rx*+gy*fork, weCandx, y € A,
(i) (xy)* =y*x*forx, y € A, and
(i) [lx*x] = ||x||* for x € A.

Note that it follows from the definition that * is isometric.
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The element x in A is self-adjoint if x* = x, and normal if xx* = x*x. When 1
belongs to A, x is unitary if xx* = x*x = 1.

Given two C*-algebras A, B, a homomorphism respecting the involution is a
called a x-homomorphism.

Examples

1. Let H be a Hilbert space. The algebra £L(H) of all continuous linear transformations of
‘H is a C*-algebra. The involution of L(H) is given by the usual adjunction of bounded
linear operators.

2. Let C(H) be the norm closure of finite-rank operators on H. It is the C*-algebra of
compact operators on H.

3. The algebra M, (C) is a C*-algebra. It is a special example of the previous kind, when
dim(H) = n.

4. Let X be alocally compact, Hausdorff, topological space. The algebra Cy(X) of contin-
uous functions vanishing at oo, endowed with the supremum norm and the involution
f +— f,isacommutative C*-algebra. When X is compact, 1 belongs to C(X) = Cy(X).

Conversely, Gelfand’s theorem asserts that every commutative C*-algebra A is
isomorphic to Cy(X) for some locally compact space X (and it is compact precisely
when A is unital). Precisely, a character X of A is a continuous homomorphism
of algebras X : A — C. The set X of characters of A, called the spectrum of A,
can be endowed with a locally compact space topology. The Gelfand transform
F : A — Co(X) given by F(x)(X) = X(x) is the desired *-isomorphism.

Let A be a C*-algebra and H a Hilbert space.

Definition 3.3.2 A x-representation of A in ‘H is a *-homomorphism 7 : A —
L(H). The representation is faithful if 7 is injective.

Theorem 3.3.3 (Gelfand—Naimark) If A is a C*-algebra, there exists a Hilbert
space 'H and a faithful representation w : A — L(H).

In other words, any C*-algebra is isomorphic to a norm-closed involutive sub-
algebra of L£(H). Moreover, when A is separable, 7 can be taken to be the (unique
up to isometry) separable Hilbert space of infinite dimension.

3.3.1.1 Enveloping algebra

Given a Banach x-algebra A, consider the family m, of all continuous -
representations for A. The Hausdorff completion of A for the seminorm ||x|| =
sup, ([lmo (x)|) is a C*-algebra called the enveloping C*-algebra of A.
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3.3.1.2 Units

A C*-algebra may or may not have a unit, but it can always be embedded into a
unital C*-algebra A:

A={x+xr|xecA, LeC}

with the obvious product and involution. The norm on A is given for all x € A by
lxl™ = sup{llxyll, y € A; [lyl = 1}. On A we have || - || = || - |- The algebra A
is a closed two-sided ideal in A and A/A = C.

3.3.1.3 Functional calculus

Let A be a C*-algebra. If x belongs to A, the spectrum of x in A is the compact set
Sp(x) = {r» € C | x — Ais not invertible in A}
The spectral radius of X is the number
v(x) = sup{|A]; A € Sp(x)}.
We have

Sp(x) CcR when x is self-adjoint (x* = x),
Sp(x) C Ry when x is positive (x = y*y with y € A),

Sp(x) Cc U(1) when x is unitary (x*x = xx™ = 1).

When x is normal (x*x = xx*), these conditions on the spectrum are equivalent.

When x is normal, v(x) = ||x||. From these, one infers that for any polyno-
mial P € C[x] one has || P(x)|| = sup{P(¢) | t € Sp(x)} (using that Sp(P(x)) =
P(Sp(x))). We can then define f(x) € A for every continuous function f :
Sp(x) — C. Precisely, according to Weierstrass’s theorem, there is a sequence
(P,) of polynomials which converges uniformly to f on Sp(x). We simply define
f(x) =lim P,(x).

3.3.2 The reduced and maximal C*-algebras of a groupoid

We restrict our study to the case of Hausdorff locally compact groupoids. For the
non-Hausdorff case (which is also important and not exceptional), in particular
when dealing with foliations, we refer the reader to [11, 13,32].

From now on, G == G is a locally compact Hausdorff groupoid equipped with
a fixed Haar system v = {v,},cgo. We let C.(G) be the space of complex-valued
functions with compact support on G. It is provided with a structure of involutive
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algebra as follows. If f and g belong to C.(G), we define the involution by

fory € G, )= fly=hH,

and the convolution product by

fory e G,  fxgly)= / FrnHgmdv.(n),
neGy

where x = s(y). The 1-norm on C.(G) is defined by

£l = sup max (/G |f(y)|dvx(y)7/(; If(J/_l)Idvx(V))-

xeGO

The groupoid full C*-algebra C*(G, v) is defined to be the enveloping C*-algebra
of the Banach x-algebra CC(G)”'H' obtained by completion of C.(G) with respect
to the norm || - ||;.

Given x in G, f in C.(G), & in L*(Gy, vy), and y in G,, we set

T (NENy) = Fn™HEmdv.(n).
n€Gy
One can show that m, defines a x-representation of C.(G) on the Hilbert space
L?*(Gy, vy). Moreover, for any f € C.(G), the inequality ||7(f)|| < || f]l; holds.
The reduced norm on C.(G) is

If1l- = sup {{lm(OI}

xeG©

which defines a C*-norm. The reduced C*-algebra C,(G, v) is defined to be the
C*-algebra obtained by completion of A with respectto | - ||,.

When G is smooth, the reduced and maximal C*-algebras of the groupoid G do
not depend up to isomorphism on the choice of the Haar system v. In the general
case they do not depend on v up to Morita equivalence [46]. When there is no
ambiguity on the Haar system, we write C*(G) and C;(G) for the maximal and
reduced C*-algebras.

The identity map on C.(G) induces a surjective homomorphism from C*(G) to
C*(G). Thus C}(G) is a quotient of C*(G).

For a quite large class of groupoids, amenable groupoids [2], the reduced and
maximal C*-algebras are equal. This will be the case for all the groupoids we will
meet in the last part of this course devoted to index theory.

Examples

1. When X = X is a locally compact space, C*(X) = C}(X) = Co(X).

2. When G =2 e is a group and v a Haar measure on G, we recover the usual notion of
reduced and maximal C*-algebras of a group.
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3. Let M be a smooth manifold, and T M = M the tangent bundle. Let us equip the vector

bundle T M with a Euclidean structure. The Fourier transformation

feC(TM), (x,w)eT*M, fx,w)= e X F(X)dX

1
(2m)n/? ./)(eTXM

gives rise to an isomorphism between C*(T M) = C;(TM) and Co(T*M). Here, n
denotes the dimension of M, and 7*M the cotangent bundle of M.

Let X be alocally compact space, with i a measure on X, and consider the pair groupoid
X x X = X.If f, g belongs to C.(X x X), the convolution product is given by

frgl,y) = / . f(x, 2)g(z, y)du(2),
and a representation of C.(X x X) by
7w Co(X x X) = LILA(X, p)); T (f)E)Nx) = / . f(x, 2)&(2)dp(z)

when f e C.(X x X), & € L*(X,p) and x € X. It turns out that C*(X x X) =
CH(X x X) = K(LX(X, ).

. Let M be a compact smooth manifold, and Gj, = M x [0, 1] its tangent groupoid. In

this situation C*(G),) = C;(G},) is a continuous field (A,)¢j0,1] of C*-algebras [21]
with Ag >~ Co(T* M) a commutative C*-algebra, and for any ¢ €]0, 1], A, >~ K(L>(M))
[13].

In the sequel we will need the two following properties of C*-algebras of

groupoids.

1.

Let G; and G, be two locally compact groupoids equipped with Haar systems, and
suppose for instance that G is amenable. Then according to [2], C*(G) = C}(G1)
is nuclear — which implies that for any C*-algebra B there is only one tensor product
C*-algebra C*(G) ® B. The groupoid G| x G, is locally compact, and

C*(G x G2) = C*(G1) ® C*(Gy) and CX(G| x G1) ~ C*(G) ® C(G2).

. Let G = G be a locally compact groupoid with a Haar system v. An open subset

U c GO is saturated if U is a union of orbits of G, in other words, if U = s(r—'(U)) =
r(s~(U)). The set F = G \ U is then a closed saturated subset of G'®. The Haar
system v can be restricted to the restrictions G|y := Gg and G|r := G¥, and we have
the following exact sequence of C*-algebras [27,45]:

0 = C*Gly) > C*G) > C*(G|p) — 0,

where i : C.(G|y) = C.(G) is the extension of functions by 0, and r : C.(G) —
C.(G|F) is the restriction of functions.
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II. KK-theory

This part on KK-theory starts with a historical introduction. In order to motivate our
purpose we list most of the properties of the KK-functor. Sections 3.5 and 3.6 are
devoted to a detailed description of the ingredients involved in KK-theory. In order
to write this review we have made intensive use of the references [26,48,49, 54].
Moreover, a significant part of this chapter was written by Jorge Plazas from the
lectures held in Villa de Leyva, and we would like to thank him for his great
help.

3.4 Introduction to KK-theory
3.4.1 Historical comments

The story begins with several studies by Atiyah [4,5].

Firstly, recall that if X is a compact space, the K-theory of X is constructed in
the following way: let £v be the set of isomorphism classes of continuous vector
bundles over X. Thanks to the direct sum of bundles, the set £v is naturally endowed
with the structure of an abelian semigroup. One can then symmetrize £v in order
to get a group; this gives the K-theory group of X:

K%X) = {[E] - [F]; [E],[F] € Ev}.

For example, the K-theory of a point is Z, for a vector bundle on a point is
just a vector space, and vector spaces are classified, up to isomorphism, by their
dimension.

A first step towards KK-theory is the discovery, made by Atiyah [4] and inde-
pendently by Janich [29], that K-theory of a compact space X can be described
with Fredholm operators.

When H is an infinite-dimensional separable Hilbert space, the set F(H) of
Fredholm operators on 'H is the open subset of £(H) made of bounded operators
T on 'H such that the dimensions of the kernel and cokernel of T are finite. The set
F(H) is stable under composition. We set

[X, F(H)] = {homotopy classes of continuous maps: X — F(H)}.

The set [ X, F(H)] is naturally endowed with a semigroup structure. Atiyah and
Jinich showed that [ X, F(H)] is actually (a group) isomorphic to K°(X) [4]. The
idea of the proof is the following. If f : X — F(H) is a continuous map, one can
choose a subspace V of ‘H of finite codimension such that

Vx € X, VNnker f, ={0} and U ‘H/f«(V)is avector bundle. (3.2)

xeX
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Denoting by H/f (V) the vector bundle arising in (3.2) and by H/V the product
bundle X x H/V, the Atiyah—Janich isomorphism is then given by

[X, F(H)] — K°(X),
[f1+ [H/V]—=TH/f(V)].

Note that choosing V amounts to modifying f inside its homotopy class into f
(defined to be equal to f on V and to 0 on a supplement of V') such that

Kerf := U Ker( f;) and CoKer f := U H/ fo(H) 3.4

xeX xeX

(3.3)

are vector bundles over X. These constructions contain relevant information for
the sequel: the map f arises as a generalized Fredholm operator on the Hilbert
C(X)-module C(X, H).

Later, Atiyah tried to describe the dual functor Ky(X), the K-homology of X,
with the help of Fredholm operators. This gave rise to Ell(X), whose cycles are
triples (H, m, F') where:

* H = Hy® H, is a Z, graded Hilbert space.
* 7 :C(X)— L(H) is arepresentation by operators of degree 0, which means that

(mlf) 0
”(f)‘< 0 m(f))'

* F belongs to L(H), is of degree 1 and thus is of the form
0 G
F =
()

F?—1eK(H) and [rm, F]e K(H)-

and satisfies

In particular, G is an inverse of T modulo compact operators.

Elliptic operators on closed manifolds produce natural examples of such cycles.
Moreover, there exists a natural pairing between Ell(X) and K°(X), justifying the
choice of ElI(X) as a candidate for the cycles of the K-homology of X:

K°%X) x Ell(X) - Z,
([E], (H, 7, F)) = Index(FE),

(3.5)

where Index(Fg) = dim(Ker(Fg)) — dim(CoKer(Fg)) is the index of a Fredholm
operator associated to a vector bundle £ on X and a cycle (H, «, F), as follows.
Let E’ be a vector bundle on X such that E @ E' ~ CV x X, and let e be the

projection of CV x X onto E. We can identify C(X, CY) ® H with H". Let &
cx)
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be the image of e ® 1 under this identification. We define Fr := éF"|;zn), where
FV is the diagonal operator with F in each diagonal entry. The operator F is the
desired Fredholm operator on &é(H™).

Now, we should recall that to any C*-algebra A (actually, to any ring) is associ-
ated a group Ko(A). When A is unital, it can be defined as follows:

Ko(A) = {[€] — [F]; [£], [F]are isomorphism classes of

finitely generated projective A-modules}.

Recall that an A-module £ is finitely generated and projective if there exists
another A-module G such that £ ® G ~ A" for some integer N.

The Swan—Serre theorem asserts that for any compact space X, the category of
(complex) vector bundles over X is equivalent to the category of finitely generated
projective modules over C(X); in particular, K 9%(X) ~ Ko(C(X)). This fact and the
(C*-)algebraic flavor of the preceding constructions lead to the natural attempt to
generalize them for noncommutative C*-algebras.

During 1979 and the 1980s G. Kasparov defined with great success, for any
pair of C*-algebras, a bivariant theory, the KK-theory. This theory generalizes both
K-theory and K-homology and carries a product generalizing the pairing (3.5).
Moreover, in many cases KK(A, B) contains all the morphisms from Ky(A) to
Ko(B). To understand this bifunctor, we will study the notions of Hilbert modules,
of adjointable operators acting on them and of generalized Fredholm operators
which generalize to arbitrary C*-algebras the notions already encountered for
C(X). Before going to this functional-analytic part, we end this introduction by
listing most of the properties of the bifunctor KK .

3.4.2 Abstract properties of KK (A, B)

Let A and B be two C*-algebras. In order to simplify our presentation, we assume
that A and B are separable. Here is a list of the most important properties of the
KK functor:

KK (A, B) is an abelian group.

Functorial properties. The functor KK is covariant in B and contravariant in A:
if f:B— Candg: A — D are two homomorphisms of C*-algebras, there exist
two homomorphisms of groups,

f.:KK(A, B) — KK(A,C) and g*:KK(D,B)— KK(A, B).

In particular Id, = Id and Id* = Id.
Each x-morphism f : A — B defines an element, denoted by [ f], in KK(A, B).
We set 14 := [Ids] € KK(A, A).
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Homotopy invariance. KK(A, B) is homotopy invariant. Recall that the C*-
algebras A and B are homotopic if there exist two *-morphisms f : A — B and
g : B — Asuchthat f o gis homotopictoldp and g o f is homotopic to Id4. Two
homomorphisms F, G : A — B are homotopic when there exists a sx-morphism
H: A — C(0, 1], B) such that H(a)(0) = F(a) and H(a)(1) = G(a) for any
a e A.

Stability. If K is the algebra of compact operators on a Hilbert space, there are
isomorphisms

KK(A,B® K) ~ KK(A® K, B) ~ KK(A, B).

More generally, the bifunctor KK is invariant under Morita equivalence.
Suspension. If E is a C*-algebra, there exists a homomorphism

7 : KK(A,B) > KK(AQ E,B® FE)

which satisfies tg o Tp = tggp for any C*-algebra D.
Kasparov product. There is a well-defined bilinear coupling

KK(A, D) x KK(D, B) — KK(A, B),
(X, y) > x®y,

called the Kasparov product. It is associative, covariant in B and contravariant in
A:if f: C — Aand g : B — E are two homomorphisms of C*-algebras, then

ffa®y)=f"x)®y and gx®y) =x® g)).
If g : D — C is another x-morphism, x € KK(A, D) and z € KK(C, B), then
ho(x) @z =x ® h*(2).
Moreover, the following equalities hold:
[f)=10f1®x, 8«(2)=2zQ®I[gl and [foh]l=[h]IQ[f]
In particular
xQ®1lp=14Q0x =x.

The Kasparov product behaves well with respect to suspensions. If E is a C*-
algebra,

TE(x ® y) = Tp(x) @ TE(y).
This enables us to extend the Kasparov product:
®:KK(A,BQD)Xx KK(D®C,E)— KK(AQ C,BQR® E),
D
(@, y) > x @y = 1c(x) @ T5(y).

The Kasparov product ® is commutative.
C
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Higher groups. For any n € N, let
KK, (A, B) := KK(A, Co(R") ® B).
An alternative definition, leading to isomorphic groups, is
KK,(A, B) := KK(A, C,, ® B),

where C, is the Clifford algebra of C”". This will be explained later. The functor
KK satisfies Bott periodicity: there is an isomorphism

KK>(A, B) ~ KK(A, B).
Exact sequences. Consider the following exact sequence of C*-algebras:
0—>J A AL 00— 0,

and let B be another C*-algebra. Under a few more assumptions (e.g., all the
C*-algebras are nuclear or K-nuclear, or the preceding exact sequence admits a
completely positive norm-decreasing cross section [50]), we have the following
two periodic exact sequences:

KK(B,J) —*— KK(B,A) —Y KK(B, Q)

il It

KK (B, Q) «<—— KK(B,A) «<—— KK/(B,J)
Px s

KK(O,B) —— KK(A,B) —— KK(J,B)

] £
KK,(J, B) «<—— KKi(A, B) «<—— KKi(Q, B)
i* [7*
where the connecting homomorphisms § are given by Kasparov products.
Final remarks. Let us go back to the end of the introduction in order to make it

more precise.
The usual K-theory groups appears as special cases of KK-groups:

KK(C, B) >~ Ky(B),
and the K-homology of a C*-algebra A is defined by
K°(A) = KK(A, C).
Any x € KK(A, B) induces a homomorphism of groups:
KK(C, A) >~ Ko(A) — Ky(B) ~ KK(C, B),

a—>a®x.
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In most situations, the induced homomorphism
KK(A, B) — Mor(Ko(A), Ko(B))
is surjective. Thus one can think of KK-elements as homomorphisms between
K-groups.
When X is a compact space, one has K°(X) ~ Ko(C(X)) ~ KK(C, C(X)) and,
as we will see shortly, K%C(X)) = KK(C(X),C) is a quotient of the set ElI(X)

introduced by Atiyah. Moreover the pairing K°(X) x Ell(X) — Z coincides with
the Kasparov product KK(C, C(X)) x KK(C(X),C) - KK(C,C) ~ Z.

3.5 Hilbert modules

We review the main properties of Hilbert modules over C*-algebras, necessary for
a correct understanding of bivariant K-theory. We closely follow the presentation
given by Skandalis [48]. Most of the proofs are taken from his lectures on the
subject. We are indebted to him for allowing us to use his lecture notes. Some of
the following material can also be found in [54], where the reader will find a guide
to the literature and a more detailed presentation.

3.5.1 Basic definitions and examples

Let A be a C*-algebra and E be a A-right module.

A sesquilinear form (-,-) : E x E — A is positive if for all x € E one has
(x,x) € A,. Here A, denotes the set of positive elements in A. It is positive
definite if moreover (x, x) = 0 if and only if x = 0.

Let (-,-) : E x E — A be a positive sesquilinear form, and set Q(x) = (x, x).
By the polarization identity

1 : : : .
Vx,y€E, (x,y)= Z(Q(X+y)—zQ(X+ly)— O —y)+iQx —iy)),
we get

Vx,yeE, (x,y)=(y,x)"

Definition 3.5.1 A pre-Hilbert A-module is a right A-module E with a positive
definite sesquilinear map (-, -) : E x E — A such that y — (x, y) is A-linear.

Proposition 3.5.2 Let (E, (-, -)) be a pre-Hilbert A-module. Then
Vxe E, x|l =i, x)l (3.6)
defines a norm on E.

The only nontrivial fact is the triangle inequality, which results from
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Lemma 3.5.3 (Cauchy—Schwarz inequality)
Va,y € E. o (x, ) (xy) < [P0 )
In particular, ||(x, )| < lIx[[ly]l-
Set a = (x, y). We have for all r € R that (xa + ty, xa + ty) > 0; thus
2ta*a < a*(x, x)a + 1>(y, y). (3.7)

Because (x, x) > 0, wehave a*(x, x)a < ||x||>a*a (use the equivalence z*z < w*w
if and only if ||zx|| < ||wx] for all x € A), and choosing ¢ = ||x||? in (3.7) gives
the result.

Definition 3.5.4 A Hilbert A-module is a pre-Hilbert A-module which is complete
for the norm defined in (3.6).

A Hilbert A-submodule of a Hilbert A-module is a closed A-submodule provided
with the restriction of the A-valued scalar product.

When there is no ambiguity about the base C*-algebra A, we simply say pre-
Hilbert module and Hilbert module.

Let (E, (-, -)) be a pre-Hilbert A-module. From the continuity of the sesquilinear
form (-, ) : E x E — A and of the right multiplication £ — E, x + xa for any
a € A, we infer that the completion of E for the norm (3.6) is a Hilbert A-module.

Remark 3.5.5 In the definition of a pre-Hilbert A-module, one can remove the
hypothesis that (-, -) is definite. In that case, (3.6) defines a seminorm, and one
checks that the Hausdorff completion of a pre-Hilbert A-module, in this extended
sense, is a Hilbert A-module.

We continue this subsection with classical examples.
1. The algebra A is a Hilbert A-module with its obvious right A-module structure and
(a,b) == a*b.

2. For any positive integer n, A" is a Hilbert A-module with its obvious right A-module
structure and

(@), (b)) ==Y _a}b;-
i=1
Observe that ) ;_, a*a; is a sum of positive elements in A, which implies that

(@)l =

> llall

n
*

E al. a;

i=1
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for all k. It follows that if (a{", ..., a)"), is a Cauchy sequence in A" and that the
sequences (a;'), are Cauchy in A and thus convergent, and we conclude that A" is
complete.

. Example 2 can be extended to the direct sum of n Hilbert A-modules Ey, ..., E, with
the Hilbertian product:

(), i) == Y (i, i), -
i=1

. If F is a closed A-submodule of a Hilbert A-module E, then F' is a Hilbert A-module.
For instance, a closed right ideal in A is a Hilbert A-module.
. The standard Hilbert A-module is defined by

Hy = {x = (x)keny € AV | Zx,ka converges}. (3.8)
keN

The right A-module structure is given by (xx)a = (x;a), and the Hilbertian A-valued
product is

+00
(C56)s ) = D X Vi (3.9)

k=0

This sum converges for elements of H 4; indeed, for all ¢ > p € N we have

q
Y

2 :xk Yk

k=p

= | (0%, %) s |

IA

|| (xk)?, || Ai-p || (yk)% ”Aw (Cauchy-Schwarz inequality in A777)

q q
* *
E X Xk E Vi Yk
k=p k=p

This implies that ), x; yx satisfies the Cauchy criterion, and therefore converges, so
that (3.9) makes sense. Because for all (x;), (yx) in Hx

Z(Xk + Y o+ ) = foka + Zy;ka + lefyk + Zy;:yk

k>0 k>0 k>0 k>0 k>0

is the sum of four convergent series, we find that (x;) 4+ (yx) = (xx + yr) isin H4. We
also have, as before, that for alla € A and (x;) € Ha,

~+00
E XEXk
k=0

Hence, H 4 is a pre-Hilbert A-module, and we need to check that it is complete. Let
(un)n = ((u}))s be a Cauchy sequence in H 4. We get, as in example 2, that forall i € N
the sequence (u}), is Cauchy in A and thus converges to an element denoted v;. Let us
check that (v;) belongs to H 4.

2
=< llal

~+00
> (xa)* (xia)
k=0
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Let ¢ > 0. Choose ng such that
Vp > gq = ny, ”uq - up”'HA <eg/2

Choose ij such that
k

nox no
E:“i u;

i=j

1/2

Vk > j > i, <eg/2.

Then thanks to the triangle inequality in A*~/, we get for all p, ¢ > ng and j, k > i

k
>l
i=j
Taking the limit p — 400, we get || Zf:j v |'/? < & for all J, k > iy, which implies
that (v;) € Ha. It remains to check that (u,), converges to v = (v;) in H,. With the

notation just defined,

k

nox_ no
E:”i u;

i=j

172
<

172
+

172
<e&.

k
D] = ! — i)
i=j

I 1/2
Vp,q > no, VI €N, dowl —ulyw! —uh)|  =<e
i=0
Taking the limit p — 400, we have
! 1/2
Vg > ngy, VI € N, ’ Z(U,' - u?)*(v[ — u?) <eg,
i=0

and taking the limit / — 400,
Vg > no, flv—uyl <e,
which ends the proof.

The standard Hilbert module H4 is maybe the most important Hilbert module.
Indeed, Kasparov proved:

Theorem 3.5.6 Let E be a countably generated Hilbert A-module. Then H 4 and
E @ H 4 are isomorphic.

The proof can be found in [54]. This means that there exists an A-linear unitary
map U : E @ H4 — Ha. The notion of unitary uses the notion of adjoint, which
will be explained later.

Remark 3.5.7
1. The algebraic sum €A is dense in H 4.
N

2. In 'H4 we can replace the summand A by any sequence of Hilbert A-modules (E;);en,
and the Hilbertian A-valued product by

+o00
() () = DOk Y-

k=0

If E; = E forall i € N, the resulting Hilbert A-module is denoted by /*(N, E).
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3. We can generalize the construction to any family (E;);c; using summable families
instead of convergent series.

We end this subsection with two concrete examples.

a. Let X be alocally compact space and E a Hermitian vector bundle. The space Co(X, E)
of continuous sections of E vanishing at infinity is a Hilbert Cy(X)-module with the
module structure given by

E : a(-x) = é(x)a(x)» s € CO(Xv E)s ae CO(X)’
and the Cy(X)-valued product given by
(&, mMx) = (), n(x)E, .

b. Let G be a locally compact groupoid with a Haar system, A, and £ a Hermitian vector

bundle over G©. Then

1.8 € C«G,r"E), (f, g)()/)=/ (fy ™, gM)E,,d3*" () (3.10)

Gy
gives a positive definite sesquilinear C.(G)-valued form which has the correct behavior
with respect to the right action of C.(G) on C.(G, r*E). This leads to two norms

LE1 = I P, and [1£1l = ICf £, and two completions of Co(G, r*E),
denoted C*(G, r*E) and C;(G, r*E), which are Hilbert modules, respectively, over
C*(G) and C}(G).

3.5.2 Homomorphisms of Hilbert A-modules
Let E, F be Hilbert A-modules. We will need the orthogonality in Hilbert modules:

Lemma 3.5.8 Let S be a subset of E. The orthogonal of S,
St={xeE|VyesS, (y,x)=0},
is a Hilbert A-submodule of E.

3.5.2.1 Adjoints

Let T : E — F be amap. T is adjointable if there exists amap S : F — E such
that

Yix,y)e ExF, (Tx,y)=(x,Sy). (3.11)

Definition 3.5.9 Adjointable maps are called homomorphisms of Hilbert A-
modules. The set of adjointable maps from E to F is denoted by Mor(E, F),
and Mor(E) = Mor(E, E). The space of linear continuous maps from E to F is
denoted by L(E, F) and L(E) = L(E, E).
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The terminology will become clear after the next proposition.

Proposition 3.5.10 Let T € Mor(E, F).

(a) The operator satisfying (3.11) is unique. It is denoted by T* and called the adjoint of
T. One has T* € Mor(F, E) and (T*)* =T.

(b) T is linear, A-linear and continuous.

(¢) ITI=I1T*I, IT*T| = IT|?> and Mor(E, F) is a closed subspace of L(E, F). In
particular Mor(E) is a C*-algebra.

(d) If S € Mor(E, F)and T € Mor(F, G), then TS € Mor(E, G) and (T S)* = S*T*.
Proof (a) Let R, S be two maps satisfying (3.11) for 7. Then
VxeE,yeF, (x,Ry—Sy)=0,

and taking x = Ry — Sy yields Ry — Sy = 0. The remaining part of the assertion
is obvious.
(b)Vx,ye E,ze F,x» €C,

(T(x +1y), 2) = (x + 4y, T*2) = (x, T*2) + A(y, T*2) = (Tx, (A Ty, 2);

thus T(x + Ay) = Tx 4+ ATy, and T is linear. Moreover,

VxeE,ye Fae A, (T(xa),y)= (xa,T*y)=a*(x,T"y)=((Tx)a,y),
which gives the A-linearity. Consider the set

S={(-T"y,y)€e E x F |y e F}.
Then
(X0, Yo) € S & ¥y € F, (x0. =T*y) + (0, ) = 0
S VyeF, (yo—Txp,y)=0.

Thus G(T) ={(x,y) € E x F | y=Tx} = S is closed, and the closed-graph
theorem implies that 7" is continuous.
(c) We have

ITI* = sup |Tx||*> = sup (x, T*Tx) < |[T*T|| < |T*|IT].

llxll<1 llxll<1

Thus ||T|| < ||T*||, and switching T and T* gives the equality. We have also
proved

T < IT*TN < IT*IITI = T

thus || T*T|| = ||T||*, and the norm of Mor(E) satisfies the C*-algebraic equation.
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Let (7,), be asequence in Mor(E, F) which convergesto T € L(E, F). Because
IT|| = IT*|| and because T — T* is (anti)linear, the sequence (7,"), is a Cauchy
sequence, and therefore converges to an operator S € L(F, E). It then immediately
follows that S is the adjoint of 7'. This proves that Mor(E, F)is closed; in particular,
Mor(E) is a C*-algebra.

(d) Easy. O

Remark 3.5.11 There exist continuous linear and A-linear maps 7 : E — F
which do not have an adjoint. For instance, take A = C([0, 1]), J = Cy(]0, 1])
and T : J — A the inclusion. Assuming that 7 is adjointable, a one-line com-
putation proves that 7*1 = 1. But 1 does not belong to J. Thus J < A has no
adjoint.

One can also take £ = C([0,1]) ® Cp(10, 1) and T : E — E,x +y+—> y+0
to produce an example of T € L(E) and T ¢ Mor(E).

One can characterize self-adjoint and positive elements in the C*-algebra
Mor(E) as follows.

Proposition 3.5.12 Let T € Mor(E).

(a) T=T"<VxeE, (x,Tx)=(x,Tx)",
(b) T>0&VxcE, (x, Tx)> 0.

Proof (a) The implication = is obvious. Conversely, set Q7 (x) = (x, Tx). Using
the polarization identity

1
&, Ty)= 7 (Qrr+y) —iQr(x +iy) = Or(x —y) +1Qr(x — iy)),

one easily gets (x, Ty) = (Tx, y) for all x, y € E; thus T is self-adjoint.

(b) If T is positive, there exists S € Mor(E) such that 7 = §*S. Then (x, Tx) =
(Sx, Sx) is positive for all x. Conversely, if (x, Tx) > O for all x, then T is self-
adjoint by (a), and there exist positive elements 7., 7_ such that

T=T,-T., T.T_=T.T, =0.
It follows that
Vx e E, (x,Tyx) > (x, T_x),
Vze E, (T_z, T, T_z)> (T_z, T_T_z),
Vz e E, (z,(T-)z) <0.

Because T is positive, T is also positive and the last inequality implies 7> = 0.
It follows that 7_ = O and then T = Ty > 0. O
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3.5.2.2 Orthocompletion

Recall that for any subset S of E, S+ is a Hilbert submodule of E. It is also worth
noticing that any orthogonal submodules F' L G of E are direct summands.
The following properties are left to check as an exercise:

Proposition 3.5.13 Let F, G be A-submodules of E.

* E+ ={0}and {0} = E.

* FCG= G cF".

* FCF*

*IfF1Gand F®G =E, then F- =G and G* = F. In particular, F and G are
Hilbert submodules.

Definition 3.5.14 A Hilbert A-submodule F' of E is said to be orthocomplemented
if F®F-=E.

Remark 3.5.15 A Hilbert submodule is not necessarily orthocomplemented, even
if it can be topologically complemented. For instance, consider A = C([0, 1]) and
J = Cy(]0, 1]) as a Hilbert A-submodule of A. One easily checks that J+ = {0};
thus J is not orthocomplemented. On the other hand, A = J & C.

Lemma 3.5.16 Let T € Mor(E). Then

e kerT* = (ImT7T)%,
 ImT C (ker T*)*.

The proof is obvious. Note the difference in the second point from the case
of bounded operators on Hilbert spaces (where equality always occurs). Thus, in
general, ker 7* @ Im T is not the whole of E. Such a situation can occur when
Im T is not orthocomplemented.

Let us point out that we can have T* injective without having Im T dense in E
(for instance, T : C[0, 1] — CI0, 1], f +— tf). Nevertheless, we have:

Theorem 3.5.17 Let T € Mor(E, F). The following assertions are equivalent:

(i) ImT is closed,

(ii) ImT* is closed,
(iii) 0 is isolated in spec(T*T) (or 0 & spec(T*T)),
(iv) 0 is isolated in spec(TT*) (or O & spec(TT*)),

and in that case Im T, Im T* are orthocomplemented.

Thus, under the assumption of the theoremker 7* @ Im7T = F,ker7T @ ImT* =
E. Before proving the theorem, we gather some technical preliminaries into a
lemma:
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Lemma 3.5.18 Let T € Mor(E, F). Then:

(i) T*T = 0. We set |T| =/T*T.
(ii) ImT* =Im|T| =ImT*T.
(iii) Assume that T(E,) C Fy for some Hilbert submodules E;, F\. Then T|g, €
MOI‘(E] , Fl)
(iv) If T is onto, then TT* is invertible (in Mor(F)) and E =kerT & ImT*.

Proof Proof of the lemma: (i) is obvious.
(i1) One has T*T(E) C T*(F). Conversely,

T* =limT*(1/n 4+ TT*"'TT*

This is a convergence in norm, because

1 1 -
IT*(1/n+ TTH'TT* — T = H;T* <; + TT*) = 0(1//n).

It follows that T*(F) C T*T(E) and thus Im 7* = Im T*T. Replacing T by |T|
yields the other equality.

(iii) Easy.

(iv) By the open-mapping theorem, there exists a positive real number k£ > 0
such thateach y € F has apreimage x, by T with ||y|| > k||x,||. Using the Cauchy—
Schwarz inequality for 7"y and x,, we get

IT*yll = kllyll Vy e F. ()

Recall that in a C*-algebra, the inequality a*a < b*b is equivalent to ||ax| < ||bx]||
for all x € A. This can be adapted to Hilbert modules to show that («) implies
TT* > k* in Mor(F), so that TT* is invertible. Then p = T*(TT*)"'T is an
idempotent and E = ker p @ Im p. Moreover, (TT*)~!'T is onto, from which it
follows that Im p = Im T*. On the other hand, T*(TT*)~! is injective, so that
kerp =kerT. O

Proof Proof of the theorem: Let us start with the implication (i) = (iv). By point
(ii1) of the lemma, S := (T : E — TE) € Mor(E, TE), and by point (iv) of the
lemma SS* is invertible. Because the spectra of SS* and $*S coincide outside O
and because $*S = T*T, we get (iii).

The implication (iv) = (i): Consider the functions f, g : R — R defined by
f0)=g0)=0, f(t)=1, g)=1/t for t #0. Thus f and g are continu-
ous on the spectrum of 77T*. Using the equalities f(¢)r =1t and tg(¢t) = f(¢),
we get f(TTHTT*=TT" and TT*g(TT*) = f(TT*), from which we deduce
Im f(TT*) =ImTT*. But f(TT*)is aprojector (self-adjoint idempotent); hence
ImTT* is closed and orthocomplemented. Using point (ii) of the lemma and the
inclusionIm 77* C Im T yields (i) (and also the orthocomplementability of Im T').
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At this point we have the following equivalences: (i) < (iii) < (iv). Replacing
T by T*, we get (ii) < (iii) < (iv). O

Another result which deserves to be stated is:

Proposition 3.5.19 Let H be a Hilbert submodule of E, and T : E — F a A-linear
map.

* H is orthocomplemented if and only ifi : H — E € Mor(H, E).
* T € Mor(E, F) if and only if the graph of T,
{(x,y)e E x F|y=Tx},

is orthocomplemented.

3.5.2.3 Partial isometries
The following easy result is left as an exercise:

Proposition 3.5.20 (and definition). Let u € Mor(E, F). The following assertions
are equivalent:

i) u*u is an idempotent,
D

(ii) uu* is an idempotent,

(iii) u* = u*uu*,

(iv) u = uu*u.

u is then called a partial isometry, with initial support I = Imu* and final support
J =Imu.

Remark 3.5.21 If u is a partial isometry, then ker u = ker u*u, ker u* = ker uu*,
Imu = Imuu* and Imu* = Imu*u. In particular, # has closed range, and E =
keru & Imu*, F = keru™ @ Im u, where the direct sums are orthogonal.

3.5.2.4 Polar decompositions

All homomorphisms do not admit a polar decomposition. For instance, con-
sider T € Mor(C[—1, 1]) defined by Tf =t - f (here C[—1, 1] is regarded as
a Hilbert C[—1, 1]-module). T is self-adjoint, and |T'| : f > |f| - f. The equa-
tion T = u|T|, u € Mor(C[—1, 1]), leads to the constraint u(1)(¢) = sign(t), so
u(l) € C[—1, 1] and u does not exist.

The next result clarifies the requirements for a polar decomposition to exist:

Theorem 3.5.22 Let T € Mor(E, F) such that ImT and Im T* are orthocom-
plemented. Then there exists a unique u € Mor(E, F), vanishing on ker T, such
that

T =ulT|.

Moreover, u is a partial isometry with initial support Im T* and final support Im T .
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Proof We first assume that T and 7* have dense range. Setting u, = T(1/n +
T*T)"'/2, we get a bounded sequence (|ju,| < 1) such that for all y € F we
have u,(T*y) = T(1/n 4+ T*T)~'/2T*y — /T T*(y). Thus, by density of Im T*,
u,(x) converges for all x € E. Let v(x) denotes the limit. Replacing T by T¥,
we also have that u);(y) converges for all y € F, which yields v € Mor(E, F).
A careful computation shows that u,|7| — T goes to 0 in norm. Thus v|T| =T.
The homomorphism v is unique by density of Im|7’|, and is unitary because
up,(x) — x for all x € Im T*T; this proves v*v = 1, and similarly for vv™.
Now consider the general case, and set E; =ImT*, F; =Im 7. One applies
the first step to the restriction 73 € Mor(Ey, F) of T, and we denote by v, the
unitary homomorphism constructed. We set u(x) = vi(x)if x € Ej, and u(x) =0
ifxe E IL = ker T. This definition forces the uniqueness, and it is clear that u is a
partial isometry with the claimed initial and final supports. g

Remark 3.5.23 u is the strong limit of 7(1/n + T*T)~'/2.

3.5.2.5 Compact homomorphisms
Letx € E, y € F, and define 6, , € Mor(E, F) by

Qy,x(z) =)y (X, Z)-
The adjoint is given by 6 . = 6, ,. Then

Definition 3.5.24 We define K(E, F) to be the closure of the linear span of
{0,x; x € E,y € F}inMor(E, F).

One easily checks that

* N6yll < llxlllyll and 6y ]l = llxI?,
* TOy =07, and 0, S =0, s,
* KC(E) := K(E, E) is a closed two-sided ideal of Mor(E) (and hence a C*-algebra).

We also prove:
Proposition 3.5.25
M(K(E)) >~ Mor(E),
where M(A) denotes the multiplier algebra of a C*-algebra A.

Proof One can show that for all x € E there is a unique y € E such that x =
y - {y,y) (a technical exercise: show that the limit y = limx - £,(y/(x, x)) with
fu®) =t'3(1/n + 1)~! exists and satisfies the desired assertion). Consequently,
E is a nondegenerate JC(E)-module (i.e., (E) - E = E);indeed,x =y - (y, y) =
6y,y(y). Using an approximate unit () o for (E), we can extend the KC(£)-module
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structure of E into an M(/C(E))-module structure:

VT e M(K(E)),x € E, T -x= li[{n T(uy) - x.

The existence of the limit is a consequence of x =0, ,(y) and T(uy) -0, , =
T (uy0y,y) — T(6y ). The limitis T(0, ,) - y. By the uniqueness of y, this module
structure, extending that of (E), is unique.

Hence each m € M(K(E)) givesrisetoamap M : E — E.Forany x, z in E,

(2, M - x) = (z, (mby,y) - y) = ((mby,)*(2), ¥);

thus M has an adjoint: M € Mor(E), and M* corresponds to m*. The map p :
m — M provides a x-homomorphism from M()C(E)) to Mor(E), which is the
identity on JC(E). On the other hand, let 7 : Mor(E) — M(IC(E) be the unique *-
homomorphism, equal to the identity on K(E), associated to the inclusion IC(E) C
Mor(E) as a closed ideal. We have = o p = Id, and by uniqueness of the M (}C(E))-
module structure of E, p or = Id. Il

Let us give some generic examples:

(1) Consider A as a Hilbert A-module. We know that for any a € A, there exists ¢ € A
such that a = cc*c. It follows that the map y, : A — A, b +— ab is equal to 6, .+ and
thus is compact. We get a x-homomorphismy : A — K(A), a — y,, which has dense
image (the linear span of the s is dense in KC(A)) and is clearly injective, because
yb =0forall b € A implies y = 0. Thus y is an isomorphism:

K(A) ~ A.

In particular, Mor(A) >~ M(A), and if 1 € A, then A >~ Mor(A) = K(A).
(i) For any n, one has in a similar way KC(A") >~ M, (A) and Mor(A") ~ M,(M(A)). If
moreover 1 € A, then

Mor(A") = K(A") >~ M, (A). 6]
For any Hilbert A-module E, we also have K(E") >~ M,(K(E)).

The relations (i) can be extended to arbitrary finitely generated Hilbert A-
modules:

Proposition 3.5.26 Let A be a unital C*-algebra, and E a A-Hilbert module. Then
the following are equivalent:

(i) E is finitely generated.
(ii) K(E) = Mor(E).
(iii) Idg is compact.

In that case, E is also projective (i.e., it is a direct summand of A" for some n).
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For the proof we refer to [54].

3.5.3 Generalized Fredholm operators

Atkinson’s theorem claims that for any bounded linear operator on a Hilbert space
H, the assertion

ker F and ker F* are finite dimensional

is equivalent to the following: There exists a linear bounded operator G such that
FG —1d, GF — 1d are compact. This situation is a little more subtle on Hilbert
A-modules, in that firstly all the kernel of homomorphisms are A-modules which
are not necessarily free, and secondly, replacing the condition “finite dimensional”
by “finitely generated” is not enough to recover the previous equivalence. This
is why one uses the second assertion as a definition of Fredholm operator in the
context of Hilbert modules, and we will see how to adapt Atkinson’s classical result
to this new setup.

Definition 3.5.27 The homomorphism T € Mor(E, F) is a generalized Fredholm
operator if there exists G € Mor(F, E) such that

GF-IdeK(E) and FG —1de K(F).
The following theorem is important to understand the next chapter on KK-theory.

Theorem 3.5.28 Let A be a unital C*-algebra, £ a countably generated Hilbert
A-module and F a generalized Fredholm operator on E.

(i) IfIm F is closed, then ker F and ker F* are finitely generated Hilbert modules.
(ii) There exists a compact perturbation G of F such that Im G is closed.

Proof (1) Because Im F is closed, so is Im F'*, and both are orthocomplemented
by, respectively, ker F* and ker F. Let P € Mor(£) be the orthogonal projection
on ker F. Because F is a generalized Fredholm operator, there exists G € Mor(€)
such that 0 = 1 — G F is compact. In particular, Q is equal to Id on ker F, and

QP :E=kerF®ImF* — &, Xy xd0.

Because QP is compact, its restriction Q Plyerr : ker F — ker F is also com-
pact, but Q P|xer r = ider 3 hence Proposition 3.5.26 implies that ker F is finitely
generated. The same argument works for ker F*.

(2) Let us denote by 7 the projection homomorphism

7 : Mor(€) — C(&) := Mor(E)/K(E).
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Because 7 (F) is invertible in C(E), it has a polar decomposition: 7 (F) = w -
|7t (F)|. Any unitary of C(€) can be lifted to a partial isometry of Mor(&) [54]. Let
U be such a lift of the unitary w. Using |7 (F)| = (| F|), it follows that

F =U|F| mod K().

Because 7 (| F|) is also invertible, and positive, we can form log( (| F'|)) and choose
a self-adjoint H € Mor(€) with 7 (H) = log(sw (| F|)). Then

nUe") = wn(|F|) = n(F),

i.e., Ue" is a compact perturbation of F (and thus is a generalized Fredholm
operator). The operator U is a partial isometry and hence has a closed image; and
e is invertible in Mor(€), whence Ue’! has a closed image, and the theorem is
proved. U

3.5.4 Tensor products

3.5.4.1 Inner tensor products

Let E be a Hilbert A-module, F a Hilbert B-module, and 7 : A — Mor(F) a
s«-homomorphism. We define a sesquilinear form on £ ® 4 F by setting

Vx,x/ € ansy/ € Fa (x®y’x/®y/)E®F = (y?(x’x/)E 'y/)F’

where we have seta - y = m(a)(y) to lighten the formula. This sesquilinear form is
a B-valued scalar product: only the positivity axiom needs some explanation. Set

b= <in X i, in ®)’i) = Z(yia (xi, Xj) - ¥,
i i i,j

where 7 has been omitted. Let us set P = ((x;, x;)); ; € M,(A). The matrix P
provides a (self-adjoint) compact homomorphism of A", which is positive because

Ya € A", (a, Pa)p» = Za;“(x,-,xj)aj = (Zx,-ai, ijaj) > 0.
ij i j

This means that P = Q*Q for some Q € M,(A). On the other hand, one can
consider P as a homomorphism on F”, and setting y = (y1, ..., y,) € F", we
have

b= (y, Py)=(Qy, Qy) > 0.

Thus E ®4 F is a pre-Hilbert module in the generalized sense (i.e., we do not
require the inner product to be definite), and the Hausdorff completion of £ ® 4 F
is a Hilbert B-module denoted in the same way.
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Proposition 3.5.29 Let T € Mor(E) and S € Mor(F).

* T®1:x®y+r Tx Q y defines a homomorphism of E @4 F.
* If S commutes with w, then 1 ® S : x ® y = x ® Sy is a homomorphism which com-
mutes withany T ® 1.

Remark 3.5.30

1. Evenif T is compact, T ® 1 is not compact in general. The same is true for 1 ® S when
defined.

2. In general 1 ® S is not even defined.

3.5.4.2 Outer tensor products

Now forget the homomorphism 7, and consider the tensor product over C of E
and F. We set

Vx,x' €E,y,yeF, (x®y,xX®y)pgr: = x)Ve®(,y)r € AQB.

This defines a pre-Hilbert A ® B-module in the generalized sense (the proof of pos-
itivity uses similar arguments), where A ® B denotes the spatial tensor product (as
it will in the following, when not otherwise specified). The Hausdorff completion
will be denoted £ Q¢ F.

Example 3.5.31 Let H be a separable Hilbert space. Then
H®c A~ Hy

3.5.4.3 Connections

We turn back to inner tensor products. We keep the notation of the Section 3.5.4.1.
Connes and Skandalis [14] introduced the notion of connection to bypass the
general nonexistence of 1 ® S.

Definition 3.5.32 Consider two C*-algebras A and B. Let E be a Hilbert A-module
and F be a Hilbert B-module. Assume there is a *-morphism

m:A— L(F),

and take the inner tensor product £ ® 4 F. Given x € E, we define a homomor-
phism

T, - E—> EQu F,
y=xQy,
whose adjoint is given by
T :EQ®s F — F,

2@y > m((x,2))y.
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If S € L(F), an S-connection on E ®4 F is given by an element
GeL(E®ysF)
such that for all x € E,
.S —GT, e K(F,E®4 F),
ST —T;G e K(E®4 F, F).

Proposition 3.5.33

(1) If [, S] C K(F), then there are S-connections.

(2) If G;, i = 1,2, are S;-connections, then G| + G, is an Sy + Sy-connection and GG,
is an S1S,-connection.

(3) For any S-connection G, [G,K(E)® 1] C K(E ®4 F).

(4) The space of 0-connections is exactly

{G e Mor(F,E ®4 F)|(K(E)® 1)G and G(K(E) ® 1) are subsets of K(E ®4 F)}.

All these assertions are important for the construction of the Kasparov product. For
the proof, see [14].

3.6 KK-theory
3.6.1 Kasparov modules and homotopies
Given two C*-algebras A and B, a Kasparov A—B-module (abbreviated “Kasparov
module”) is given by a triple
x=(&,m, F),
where £ = £° @ £ is a (Z/27)-graded countably generated Hilbert B-module,

w: A — L(E)is a x-morphism of degree 0 with respect to the grading, and F €
L(E) is of degree 1. These data are required to satisfy the following properties:

n(a)(F?—1) e K(E) foralla € A,
[m(a), F]1 € K() foralla € A.

We denote the set of Kasparov A—B-modules by E(A, B).
Let us immediately define the equivalence relation leading to KK-groups. We
denote B([0, 1]) := C([0, 1], B).

Definition 3.6.1 A homotopy between two Kasparov A—B-modules x = (€, , F)
and x' = (&', ', F’) is a Kasparov A—B([0, 1])-module % such that
(ev=0)<(®) = x, a2

(evr=1)x(%) = x.
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Here ev,—. is the evaluation map at ¢+ = -. Homotopy between Kasparov A—B-
modules is an equivalence relation. If there exists a homotopy between x and x’,
we write x ~j, x’.

The set of homotopy classes of Kasparov A—B-modules is denoted KK(A, B).

There is a natural sumon E(A, B):ifx = (€, n, F)and x’ = (£', 7/, F’) belong
to E(A, B), their sum x 4+ x’ € E(A, B) is defined by

x+x =E®E , nda, FOF).

A Kasparov A-B-module x = (&, , F) is called degenerate if for all a € A
one has 7(a)(F?> — 1) = 0 and [ (a), F] = 0. Then:

Proposition 3.6.2 Degenerate elements of E(A, B) are homotopic to (0, 0, 0).
The sum of Kasparov A—B-modules provides KK(A, B) with an abelian group
structure.

Proof Letx = (€, 7w, F) € E(A, B) be a degenerate element. Set ¥ = &, 7, F)e
E(A, B(]0, 1])) with
£ =Co([0,1[, &),
7(a)§(t) = m(a)§(1),
FE@t) = FEQ).

Then X is a homotopy between x and (0, 0, 0).

One can easily show that the sum of Kasparov modules makes sense at the
level of their homotopy classes. Thus KK(A, B) admits a commutative semigroup
structure with (0, 0, 0) as a neutral element. Finally, the opposite in KK(A, B) of
x =(&,m, F) € E(A, B) may be represented by

(&P, 7, —F).

where £ is £ with the opposite graduation: (£°)" = £'~. Indeed, the module
(&, 7, F)® (E°P, m, —F) is homotopically equivalent to the degenerate module

0 Id
op
<5®5 ,n@n,(ld 0))

This can be realized with the homotopy

Tt F 0 Tt 0 Id
= —_ in[ — . O
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3.6.2 Operations on Kasparov modules

Let us explain the functoriality of KK-groups with respect to its variables. The
following two operations on Kasparov modules make sense on KK-groups:

* Pushforward along x-morphisms: covariance in the secondvariable. Letx = (£, 7, F) €
E(A, B), and let g : B — C be a x-morphism. We define an element g.(x) € E(A, C)
by

8:(x)=(E®, C,m®1, FQId),

where £ ®, C is the inner tensor product of the Hilbert B-module £ with the Hilbert
C-module C endowed with the left action of B given by g.

* Pullback along *-morphisms: contravariance in the first variable. Let x = (£, 7, F) €
E(A, B),and let f : C — A be a x-morphism. We define an element f*(x) € E(C, B)
by

ffx)y=(&,mo f, F).

Provided with these operations, KK-theory is a bifunctor from the category (of
pairs) of C*-algebras to the category of abelian groups.
We recall another useful operation in KK-theory:

* Suspension: Let x = (£, w, F) € E(A, B), and let D be a C*-algebra. We define an
element tp(x) € E(A® D, B® D) by

Ip(xX)=(EQRc D, 7 R®1, FRId).

Here we take the external tensor product £ ®c D, which is a B @ D-Hilbert module.

3.6.3 Examples of Kasparov modules and of homotopies between them

3.6.3.1 Kasparov modules coming from homomorphisms between C*-algebras

Let A, B be two C*-algebras, and f : A — B a x-homomorphism. Because
K(B) >~ B, the expression

[f1:=(B, f.0)
defines a Kasparov A—B-module. If A and B are Z,-graded, f has to be a homo-
morphism of degree O (i.e., respecting the grading).

3.6.3.2 Atiyah’s Ell

Let X be a compact Hausdorff topological space. Take A = C(X) to be the algebra
of continuous functions on X and let B = C. Then

E(A, B) = EIl(X),
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the ring of generalized elliptic operators on X as defined by Atiyah. We give two
concrete examples of such Kasparov modules:

* Assume X is a compact smooth manifold, let A = C(X) as before, and let B = C. Let E
and E’ be two smooth vector bundles over X, and denote by 7 the action of A = C(X) by
multiplication on L%(X, E) @ L*(X, E’). Given a zero-order elliptic pseudodifferential
operator

P :C®(E) — C*(E")

with parametrix Q : C*®°(E’) — C*(E), the triple

xXp = <L2(X, E)® LX(X, E, =, (g g))

defines an element in E(A, B) = E(C(X), C).
* Let X be a compact spin® manifold of dimension 2n, let A = C(X) be as before, and let
B = C. Denote by S = ST @ S~ the complex spin bundle over X, and let

P:L*X,S) — L*(X,S)

be the corresponding Dirac operator. Let 7 be the action of A = C(X) by multiplication
on L%(X, S). Then the triple

= | L%x, $), 7_&
xp (L(X S), m T2 2)

defines an element in E(A, B) = E(C(X), C).
3.6.3.3 Compact perturbations
Letx = (&, m, F) € E(A, B). Let P € Mor(€) satisty
Va € A, w(a)- P e K(€)and P - w(a) € K(&). (3.13)
Then
x ~p (&, 7, F+ P).

The homotopy is the obvious one: (£ ® C([0, 1]), # ® Id, F + ¢ P). In particular,
when B is unital, we can always choose a representative (£, 7, G) with Im G closed
(cf. Theorem 3.5.28).

3.6.3.4 (Quasi) Self-adjoint representatives
There exists a representative (£, w, G) of x = (£, w, F) € E(A, B) satisfying

7(a)(G — G¥) € K(&). (3.14)
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Just take (€ ® C([0, 1]), # ® Id, F;) as a homotopy, where
F,=(tF*F + D)'?F@F*F + 1)""/2,

Then G = F; satisfies (3.14). Now, H = (G + G*)/2 is self-adjoint, and P =
(G — G*)/2 satisfies (3.13); thus (£, 7w, H) is another representative of x.

Note that (3.14) is often useful in practice and is added as an axiom in many
definitions of KK-theory, like the original one of Kasparov. It was observed in [49]
that it could be omitted.

3.6.3.5 Stabilization and unitarily equivalent modules

Any Kasparov module (E nw, F) € E(A, B) is homotopic to a Kasparov mod-
ule (H B, p, G), where H B = Hp @ Hp is the standard graded Hilbert B-module.
Indeed, add to (E, 7, F) the degenerate module (H 8, 0, 0), and consider a grading-
preserving 1sometry u:E ) Hy — Hp provided by Kasparov’s stabilization the-
orem. Then, set E = EEBHB,F F®O,T=7®0, p=uru*, G = uFu*,
and consider the homotopy

~ o~ cos(Z) —u*sin(*Z F cos(Z * sin(:Z
Fofly 7o (t) u t(z) 0 .(2t) u t(z)
usin(%) cos(5) 0 J)\-usin(5) cos(F)
(3.15)
between (E, w, F) ® (ﬁB, 0,0) = (E, T, I?) and (ﬁB, p, G). Above, J denotes
the operator
0 1
1 0
defined on 7"?3.
One says that two Kasparov modules (E;, w;, F;) € E(A, B), i = 1, 2, are uni-

tarily equivalent when there exists a grading-preserving isometry v : E; — E;
such that

vFiv!  =F, and Va e A, vri(a)v* — m(a) € K(&).

Unitarily equivalent Kasparov modules are homotopic. Indeed, one can replace
(E;, m;, Fy),i = 1,2, by homotopically, equivalent modules (ﬁg, pi,G),i =1,2.
It follows from the preceding construction that the new modules (ﬁB, 0i, Gi)
remain unitarily equivalent, and one immediately adapts (3.15) to a homotopy
between then.

3.6.3.6 Relationship with ordinary Ktheory

Let B be a unital C*-algebra. A finitely generated (Z/2Z-graded) projective B-
module € is a submodule of some BY @ B" and can then be endowed with a Hilbert
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B-module structure. On the other hand, Idg is a compact morphism (Proposition
3.5.26); thus

(€,1,0) € E(C, B),

where ¢ is just multiplication by complex numbers. This provides a group homo-
morphism Ky(B) — KK(C, B).

Conversely, let (£, 1, F) € E(C, B) be any Kasparov module where we have
chosen F with closed range (see Theorem 3.5.28): ker F is then a finitely gener-
ated Z/27-graded projective B-module. Consider £ = {EeC(0,1,E) () e
ker F} and F (&) :t — F(&(t)). The triple (5 , 1, F ) provides a homotopy between
(€,1, F)and (ker F, 1, 0). This also gives an inverse of the previous group homo-
morphism.

3.6.3.7 A nontrivial generator of KK(C, C)

In the special case B = C, we get KK(C, C) >~ Ky(C) =~ Z, and under this isomor-
phism, the triple

1 0 —0y +x
Lszl— X h H:_2 2
< R)7, ’\/H——H<3x+x 0 )), where d; +x7,
(3.16)

corresponds to +1. The reader can check as an exercise that d, + x and H are
essentially self-adjoint as unbounded operators on L*(R), that H has a com-
pact resolvent and that d, + x has a Fredholm index equal to +1. It follows
that the Kasparov module in (3.16) is well defined and satisfies the required
claim.

3.6.4 Ungraded Kasparov modules and KK

Triples (£, w, F) satisfying the properties (3.12) can arise with no natural grading
for £, and consequently with no diagonal-antidiagonal decompositions for =, F.
We refer to those as ungraded Kasparov A—B-modules, and the corresponding set
is denoted by E'(A, B). The direct sum is defined in the same way, as well as the
homotopy, which this time is an element of E (A, B[O, 1]). The homotopy defines
an equivalence relation on E'(A, B), and the quotient inherits an abelian group
structure as before.

Let C; be the complex Clifford algebra of the vector space C provided with the
obvious quadratic form [33]. It is the C*-algebra C & ¢C generated by ¢ satisfying
e* = ¢ and &2 = 1. Assigning to ¢ the degree 1 yields a Z/2Z-grading on C;. We
have:
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Proposition 3.6.3 The map

EY(A,B) — E(A,B® C)),
E,nm, FH)— (EQRC, 7 QId, FRe¢)

(3.17)

induces an isomorphism between the quotient of E'(A, B) under homotopy and
KK (A, B) =KK(A, B® Cy).

Proof The grading of C; gives the one of £ ® Cy, and the map (3.17) easily gives
a homomorphism ¢ from KK (A, B) to KK(A, B ® Cy).

Now let y = (&, m, F) € E(A, B® C;). Multiplication by & on the right of
£ makes sense, even if B is not unital, and one has & = &ye. It follows that
E=EPE =& & & and that any T € Mor(E), thanks to the B ® C-linearity,
has the following expression:

T = (g g) , P, Q € MOI'B(S()).

_ O P _ 7'[() 0 -1 _
Thus F = (P 0) L, = (0 770) andc™ '[y] = [&, o, P]. O

Remark 3.6.4 The opposite of (£, 7w, F) in KK (A, B) is represented by
(€, , —F). One may wonder why we have to decide if a Kasparov module is
graded or not. Actually, if we forget the Z /27 grading of a graded Kasparov A—
B-module x = (£, m, F) and consider it as an ungraded module, then we get the
trivial class in KK (A, B). Let us prove this claim.

The grading of x implies that £ has a decomposition £ = & @ &, for which F

has degree 1, that is,
0 Q0
F = .

G, =cos(tm/2) F +sin(tm /2) <(1) _01> (3.18)

Now

provides an homotopy in KK between x and

)]

Because the latter is degenerate, the claim is proved.

Example 3.6.5 Take again the example of the Dirac operator [P introduced in
Section 3.6.3.2 on a spin® manifold X whose dimension is odd. There is no natural
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7./27 grading for the spinor bundle. The previous triple x provides this time an
interesting class in E!(C(X), C).

3.6.5 The Kasparov product

In this subsection we construct the product
KK(A, B) ® KK(B,C) — KK(A, C).
It satisfies the properties given in Section 3.4. Actually:

Theorem 3.6.6 Let x = (£, 7, F)in E(A,B)and x = (&', n’, F') in E(B, C) be
two Kasparov modules. Set

g// — g ®B g/
and
7'=r®l.

Then there exists a unique — up to homotopy — F'-connection on £" denoted by F”
such that

* (&', 7", F") e E(A,C),
e 1'(a) [F”, F® 1] 7" (a) is nonnegative modulo KC(E") for all a € A.

(&", ", F") is the Kasparov product of x and x'. It enjoys all the properties
described in Section 3.4.

Proof 1dea of the proof: We only explain the construction of the operator F”.
For a complete proof, see for instance [14,30]. A naive idea for F” could be
F ®141® F’, but the trouble is that the operator 1 ® F’ is in general not well
defined. We can overcome this first difficulty by replacing the not well defined
1 ® F’ by any F’-connection G on £”, and try F ® 1 + G. We then stumble on a
second problem, namely that the properties of Kasparov module are not satisfied in
general with this candidate for F”: forinstance, (F> — 1) ® 1 e K(E) ® 1 ¢ K(E")
as soon as £” is not finitely generated.

The case of tensor products of elliptic self-adjoint differential operators on a
closed manifold M gives us a hint towards the right way. If D; and D, are two such
operators and H;, H, the natural L? spaces on which they act, then the bounded
operator on H; ® H, given by

D, D,
R1+1®

J1+ D7 J1+Dj

(3.19)
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inherits the same problem as F ® 1 + G, but
. 1
 J+Diet+ieD;

D" (D;1®1+1Q D))

has better properties: D”?> — 1 and [C(M), D"] belong to K(H; ® H,). Note that

D D
D'=vM ——' _®1+/N - 1® 2

J1+ Dt J1+D3

with

1+Di®1 1+1® D3
= 5 5 and N = 5 5
2+D}®1+1®D; 2+D}®1+1® D3

The operators M, N are bounded on H; ® H,, are positive, and satisfy M + N = 1.
We thus see that in that case, the naive idea (3.19) can be corrected by combining
the operators involved with some adequate “partition of unity.”

Turning back to our problem, this calculation leads us to look for an adequate
operator F” in the following form:

F'=+vM -F®1++NG.

We need to have that F” is a F’-connection, and satisfies a - (F"> — 1) € K(E")
and [a, F"] € K(E") forall a € A (by a we mean 7”(a)). Using the previous form
for F”, a small computation shows that these assertions become true if all the
following conditions hold:

(1) M is a O-connection (equivalently, N is a 1-connection),
(1) [M,F®1], N-[F®1,G], [G, M], N(G*> — 1) belong to IC(E"),
(t11) [a, M], N -[G, a] belong to K(E").

At this point there is a miracle:

Theorem 3.6.7 (Kasparov’s technical theorem) Let J be a C*-algebra, and
denote by M(J) its multiplier algebra. Assume there are two subalge-bras Ay, A
of M(J) and a linear subspace A C M(J) such that
AlAy C U,
[A, Al CJ.
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Then there exist two nonnegative elements M, N € M(J) with M + N = 1 such
that

MA, CJ,
NA, CJ,
(M, A] C J.

For a proof, see [25].
Now, to get (1), (1), (z11), we apply this theorem with

Al =CHRE ® 1, KE),
Ay =C*G*—1,[G, F®l], [G,x"]),
A =Vect(n"(A), G, F®1).

This gives us the correct F”. O

3.6.6 Equivalence and duality in KK-theory
With the Kasparov product come the following notions:

Definition 3.6.8 Let A, B be two C*-algebras.

* One says that A and B are KK -equivalent if there exist« € KK(A, B)and § € KK(B, A)
such that

a®B=14€KK(A,A) and B®a =1 € KK(B, B).
In that case, the pair («, B) is called a KK-equivalence, and it gives rise to isomorphisms
KK(AQ C,D)~KK(B® C,D) and KK(C,A® D)~ KK(C,B® D)

given by Kasparov products for all C*-algebras C, D.
* One says that A and B are KK-dual (or Poincaré dual) if there exist § € KK(A ® B, C)
and A € KK(C, A ® B) such that

)»(%5: 1 € KK(A, A) and A<§)8: 1 € KK(B, B).
In that case, the pair (A, 8) is called a KK-duality, and it gives rise to isomorphisms
KK(AQ C,D)~KK(C,B®D) and KK(C,A® D)~KK(B®C,B® D)
given by Kasparov products for all C*-algebras C, D.

We continue this subsection with classical computations illustrating these
notions.
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3.6.6.1 Bott periodicity
Let B € KK(C, Co(R?)) be represented by the Kasparov module:

_ ’ ) 1 0 c_
&, mC)= (CO(R ) @ Co(R?), 1, ﬁ(ﬂ 0 )>,

where ¢, c_ are the operators given by pointwise multiplication by x — 1y and
x + 1y, respectively, and
o= 0 c_
- Cy 0 )

Let a € KK(Co(R?), C) be represented by the Kasparov module:

_ 2,00 2,00 1 0 D_
(H,W’F)—<L(R)@L(R), n’\/ﬁ<l)+ 0>>,

where 77 : Co(R?) — L(L*(R?) & L?*(R?)) is the action given by multiplication of
functions, the operators D, and D_ are given by

D, =09, +10y,
D_ = -9, +10y,

0 D_
andD_(D+ 0).

Theorem 3.6.9 « and B provide a KK-equivalence between Co(R*) and C.

This is the Bott periodicity theorem in the bivariant K-theory framework.

Proof Let us begin with the computation of 8 ® o € KK(C, C). We have an iden-
tification

£ ® HxH®H, (3.20)
Co(R?)

where on the right, the first copy of H stands for

S ® Hod&E ® Hy
C()(R2) C(](Rz)

and the second for

S ® Hidé&E ® Ho.
Co(R?) Co(R?)
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One checks directly that under this identification the operator

0 0 D_ 0

! 0 0 0 -—D, 3:20)
~Jizp:|b. 0 0 o0 '
0 —-D_ 0 0

is an F-connection. On the other hand, under the identification (3.20), the operator
C ® 1 gives

0 0 0 c-
1 0 0 ¢y O
—_— 3.22
J1+210 ¢ 0 0 (3:22)
cy 0 0 O
It immediately follows that 8 ® « is represented by
1
8= (H e H,I1, —D) , (3.23)
V1+c2+ D?
where
0 D_
D=
<D+ 0 )
with

D+ Cc_ %
DJF=<C+ —D_) and D_=D..

Observe that, denoting by p the rotation in R? of angle 7 /4, we have

pt 0N/ O0 D\N(p O\ ( 0 p'D_p!
0 p)\Dy 0)\0 p7') " \pDsp 0

0 0 1(0y —y) —0c+x
[ o 0 do+x —1(3 +)
10y +y) —0r+x 0 0
O +x  1(=0y+y) 0 0

(0 x—0 0 1(0y — y)
_(x+8x 0)®1+1®(1(8y—i—y) 0 )

Of course,

1 0 “'D_p~!
Y s — Y]
1+ c2+ D2 \pDyp 0
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and the preceding computation shows that § coincides with the Kasparov product
u ® u with u € KK(C, C) given by

u= (LZ(R)Z, P N ( 0 x- 8)) :
\/m X + 0y 0
A simple exercise shows that 8, + x : L>(R) — L*(R) is essentially self-adjoint
with one-dimensional kernel and zero-dimensional cokernel; thus 1 =u =u ®
u € KK(C, C).
Let us turn to the computation of @ ® B € KK(Co(R?), Co(R?)). It is a Kasparov
product over C, and thus it commutes:

a® B = tc,®)(B) @ Te,ry (@), (3.24)

but we must observe that the two copies of Cy(R?) in Tc,®2)(B) and T r2) () play
different roles: on should think of the first copy as functions of the variable u € R?,
and of the second as functions of the variable v € R?. It follows that one cannot
directly factorize t¢ g2y on the right-hand side of (3.24) in order to use the value of
B ® «. This is where a classical argument, known as the rotation trick of Atiyah,
is necessary:

Lemma 3.6.10 Let ¢ : Co(R?) ® Cy(R?) — Co(R?) ® Co(R?) be the flip automor-
phism: ¢(f)(u, v) = f(v,u). Then

[¢] = 1 € KK(Cy(R?*) @ Co(R?), Co(R*) @ Co(R?)).

Proof Proof of the lemma: Let us denote by I, the identity matrix of M,(R). Use
a continuous path of isometries of R* connecting

(0 12) <12 0)
L 0 0 L)
This gives a homotopy (Co(R?) ® Co(R?), ¢,0) ~y (Co(R?) ® Cp(R?),1d, 0). O
Now
@ ® B = Teyry(B) ® Ty (@) = Tey®)(B) @ [P] ® Teyr2) (@)
= e, (B ® @) = e @) (1) = 1 € KK(Co(R?), Co(R?)).  (3.25)
O
3.6.6.2 Self-duality of Co(R)

With the same notation as before, we get:

Corollary 3.6.11 The algebra Co(R) is Poincaré dual to itself.



Index theory and groupoids 139

Other examples of Poincaré-dual algebras will be given later.

Proof The automorphism ¢ of C()(]R)®3 given by ¥ (f)(x,y,2) = f(z,x,y) is
homotopic to the identity; thus

B C‘%’R) o = Te,®)(B) ® Tey®r) (@) = To,®)(B) ® [¥] ® T @) (@)

= T,®) (B ® a) = Te,r)(1) = 1 € KK(Co(R), Co(R)). (3.26)
O
Exercise 3.6.12 With C; = C & ¢C the Clifford algebra of C, consider

X
Be = (CO(R) ® Cy, 1, ﬁ ® 8) € KK(C, Co(R) ® C)),
1
o = (LZ(R, A*R), 7, ﬁ(d + 5)) € KK(Cy(R) ® Cy, C),

where (d + 8)(a + bdx) = —b' +d'dx, A = (d +8)*, and n(f ® ¢) sends a +
bdx to f(b+ adx). Show that B, a, provide a KK-equivalence between C and
Co(R) ® C;. (Hints: compute directly 8. ® «.; then use the commutativity of the
Kasparov product over C and check that the flip of (Co(R) ® C )®2 is 1 to conclude
about the computation of o, ® f..)

3.6.6.3 A simple Morita equivalence

Let 1, = (M, ,(C), 1,0) € E(C, M,(C)), where the M,(C)-module structure is
given by multiplication by matrices on the right. Note that [z,,] is also the class
of the homomorphism C — M,,(C) given by the upper left corner inclusion. Let
also j, = (M, 1(C), m,0) € E(M,(C), C), where m is multiplication by matrices
on the left. It follows in a straightforward way that

I @ Jn ~h ((Cs 1, O) and In R 1y ~n (Mn((c)’ 1’ O)a

thus C and M,,(C) are KK-equivalent, and this is an example of a Morita equiv-
alence. The map in K-theory associated with j: - ® J, : Ko(M,(C)) —> Z is
just the trace homomorphism. Similarly, let us consider the Kasparov elements
1 € E(C, K(H)) associated to the homomorphism ¢ : C — IC(H) given by the
choice of a rank one projection, and j = (H, m, 0) € E(X(H), C), where m is just
the action of compact operators on H: they provide a KK-equivalence between X
and C.

3.6.6.4 Co(R) and C,.

We leave the proof of the following result as an exercise:
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Proposition 3.6.13 The algebras Cy(R) and C| are KK-equivalent.

Proof Hint: Consider

a= (Lz(]R, A*R), m, ﬁ(d + 8)) € KK(Cy(R), Cy),

where d, §, A are defined in the previous exercise, m(f)(§) = f&, and the C;-
right module structure of L?>(R, A*R) is given by (a + bdx) - & = —ib + iadx.
Consider also

~ 0 1
= (CO(R)Z, 0. ﬁ (1 0)) e KK(C1, Co(R)),

where ¢(e)(f, g) = (—ig, if). Prove that they provide the desired KK-equivalence.
O

Exercise 3.6.14

(i) Check that 7¢, : KK(A, B) - KK(A ® Cy, B ® C)) is an isomorphism.

(ii) Check that under t¢, and the Morita equivalence M»(C) ~ C, the elements «,, B, of
the previous exercise coincide with &, ,5 and recover the KK-equivalence between C|
and Cy(R).

Remark 3.6.15 At this point, one sees that KK (A, B) = KK(A, B(R)) (B(R) :=
Co(R) ® B) can also be presented in the following different ways:

E\(A,B)/~y~KK(A, B® C;) =~ KK(A® Cy, B) >~ KK(A(R), B).

3.6.7 Computing the Kasparov product without its definition

Computing the product of two Kasparov modules is in general quite hard, but we
are often in one of the following situations.

3.6.7.1 Use of the functorial properties

Thanks to the functorial properties listed in Section 3.4, many products can be
deduced from known, already computed ones. For instance, in the proof of Bott
periodicity (the KK-equivalence between C and Co(IR?)) one had to compute two
products: the first one was directly computed; the second one was deduced from
the first using the properties of the Kasparov product and a simple geometric fact.
There are numerous examples of this kind.

3.6.7.2 Maps between K-theory groups

Let A, B be two unital (if not, add a unit) C*-algebras, let x € KK(A, B) be given
by a Kasparov module (€, w, F)) where F has a closed range, and assume that we
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are interested in the map ¢, : Ko(A) — Ko(B) associated with x in the following
way:

y € Ko(A) =~ KK(C, A), o,(y) =y R x.

This product takes a particularly simple form when y is represented by (P, 1, 0)
with P a finitely generated projective A-module (see Section 3.6.3.6):

y®x = (73 ®5, 1®m, G) = (ker(G)’ L, 0)’
A
where G is an arbitrary F-connection.

3.6.7.3 Kasparov elements constructed from homomorphisms

Sometimes, Kasparov classes y € KK(B, C) can be explicitly represented as Kas-
parov products of classes of homomorphisms with inverses of such classes. Assume
for instance that y = [eg]™' ® [e;], where ey : C — B, e; : C — C are homomor-
phisms of C*-algebras and ey produces an invertible element in KK-theory (for
instance, ker ¢ is K-contractible and B is nuclear or C, B K-nuclear; see [16,50]).
Then computing a Kasparov product x ® y where x € KK(A, B) amounts to lift-
ing x to KK(A, C) (that is, finding x’ € KK(A, C) such that (eg)(x") = x) and
restricting this lift to KK(A, C) (i.e., evaluating x” = (e1).(x")). It follows from the
properties of the product that x” = x ® y.

Example 3.6.16 Consider the tangent groupoid Gg of R, and let § = [e¢o]™' ®
[e1] ® u be the associated deformation element: ¢y : C*(Gr) — C*(TR) ~
Co(R?)isevaluationatt = 0,¢; : C*(Gr) — C*(R x R) ~ K(L*(R)) ~ K iseval-
uation at r = 1, and 0 = (L*(R), m, 0) € KK(K, C) gives the Morita equivalence
K~ C.

Let B € KK(C, Co(R?)) be the element used in Section 3.6.6.1. Then 8 ® § €
KK(C, C) is easy to compute. The lift 8’ € KK(C, C*(Gr)) is produced using the
pseudodifferential calculus for groupoids (see Section 3.7) and can be presented as
a family g’ = (8,) with

Bo = B, t >0,

d I -
p=(c(Rxr &)1 ————( ° 1))
t /1+x2+t28§ x + 10, 0

After restricting at# = 1 and applying the Morita equivalence, only the index of the
Fredholm operator appearing in 8; remains —i.e., +1 — and this proves § ® § = 1.

Observe that by uniqueness of the inverse, we can conclude that § = « in
KK(Co(R?), C).
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Example 3.6.17 (Boundary homomorphisms in long exact sequences.) Let

0->1—>A—->B—0
i P

be a short exact sequence of C*-algebras. We assume that either it admits a com-
pletely positive, norm-decreasing linear section or /, A, B are K-nuclear [50]. Let
C, ={(a,p) € A® Co([0, 1[, B) | p(a) = ¢(0)} be the cone of the homomorphism
p: A — B, and denote by d the homomorphism Cy(]0, 1[, B) < C,, given by
d(¢) = (0, ¢), and by e the homomorphism I — C, givenby e(a) = (a, 0). Thanks
to the hypotheses, [e] is invertible in KK-theory. One can set § = [d] ® [e]™!
KK(Cy(R) ® B, I) and use the Bott periodicity Co(R?) ~ C in order to identify

KK,(C, D) = KK(Co(R*) ® C, D) ~ KK(C, D).
Then the connecting maps in the long exact sequences
... — KK (I, D) > KK(B, D)
S KK(A, D) 2> KK(I, D) — KK\(B, D) — - - ,
.-+ — KK(C, B) > KK(C, I)
s KK(C, A) %5 KK(C, B) — KK\(C, 1) — - --

are given by the appropriate Kasparov products with &.

II1. Index Theorems

3.7 Introduction to pseudodifferential operators on groupoids

The historical motivation for developing pseudodifferential calculus on groupoids
comes from Connes, who implicitly introduced this notion for foliations. Later on,
this calculus was axiomatized and studied on general groupoids by several authors
[38,39,52].

The following example illustrates how pseudodifferential calculus on groupoids
arises in our approach to index theory. If P is a partial differential operator on R",

P(x,D)= Y cu(x)D,

le]<d

we may associate to it the asymptotic operator

P(x,1D) = ) ca(x)(t D))"

la|=d
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by introducing a parameter ¢ € ]0, 1] in front of each dy,. Here we use the usual
convention: D¥ = (—i0dy,)*" - - - (—idy,)*. We would like to give an (interesting)
meaning to the limit # — 0. Of course we would not be happy with tD — 0.

To investigate this question, let us look at P(x, D) as a left multiplier on
C®°(R" x R"x]0, 1]) rather as a linear operator on C*°(R"):

P(x,tD)u(x, y, t) = /e@f—@f P(x,t&)u(z, y, t)dzd&

dzdg
tl’l

- /e“ffP(x, £tz y. 1)
= /e“‘—Z)fP(x, Eulx —t(X — Z),x —tX, 1)dZdE.

In the last line we introduced the notation X = # and performed the change of

variables Z = ?

At this point, assume that # has the following behavior near r = 0:

u(x,y, ) =i (y, x : Y ;) . where @ € C®(RY x [0, 1]).
It follows that
P(x,tDu(x,x —tX,1) = /e(xz)'éP(x, EVi(x —tX, Z, t)d ZdE

t—0

— | X725 P(x, £)ii(x, Z,0)dZdE
= P, Dy)u(x, X, 0).
Some observations:

* P(x, Dy) is a partial differential operator in the variable X with constant coefficients,
depending smoothly on a parameter x and with symbol coinciding with that of P(x, D,),
in the sense that o(P(x, Dx)(x, X, &) = P(x, &). In particular, P(x, Dy) is invariant
under the translation X — X + Xj. Of course, P(x, Dy) is nothing else, up to a Fourier
transformation in X, than the symbol P(x, £) of P(x, D,). In other words, denoting by
Sx(TR") the space of smooth functions f(x, X) rapidly decreasing in X and by Fx the
Fourier transform with respect to the variable X, we have a commutative diagram

P(x,Dy)
Sx(TR") —— Sx(TR")

.in fxi
P(x.8)

Se(T*R") — > Se(T*R"),
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where P(x, Dy) acts as a left multiplier on the convolution algebra Sx (TR"), and P(x, &)
acts as a left multiplier on the function algebra Sg(7*R") (equipped with the pointwise
multiplication of functions).

* u and ¥ are related by the bijection

¢ R x [0,1] — Ggn,
x, X,)— (x —tX,x,1) ifr >0,
(x, X,0) — (x,X,0)

@', vy, )=, (x —y)/t, 1), ¢~ '(x, X, 0) = (x, X, 0)). In fact, the smooth structure
of the tangent groupoid G« of the manifold R” (see Section 3.2.7) is defined by requiring
that ¢ be a diffeomorphism. Thus & € C®(R?>" x [0, 1]) means u € C®(Gg»).

Thus P(x, Dy) is another way to look at, and even another way to define, the
symbol of P(x, D,). What is important for us is that it arises as a limit of a family
P, constructed with P, and the pseudodifferential calculus on the tangent groupoid
of R" will enable us to give a rigorous meaning to this limit and perform interesting
computations.

The following material is taken from [38,39,52]. Let G be a Lie groupoid, with
unit space G = V and with a smooth (right) Haar system di. We assume that
V is a compact manifold and that the s-fibers G, x € V, have no boundary. We
denote by U,, the map induced on functions by right multiplication by y, that is,

U, : C®(Gy)) — C=(Gri); Uy f(¥) = F(¥'y).

Definition 3.7.1 A G-operator is a continuous linear map P : C°(G) — C*(G)
such that

(i) P is given by a family (Py),ev of linear operators Py : C°(G,) — C*°(G,), and

VfeCT(G), PV = P fsin),

where f, stands for the restriction fg, .
(i) The following invariance property holds

Uy Psyy = PrUy.

Let P be a G-operator, and denote by k, € C~*°(G, X G,) the Schwartz kernel
of P,, for each x € V, as obtained from the Schwartz kernel theorem applied to
the manifold G, provided with the measure d,.

Thus, using property (i) in the definition,

Vy € G, f e C¥G), P(y)= fG LG OO (= sk,
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Next,

U, PF(y) = Pf('y) = / LGy Y GRG0 (= s(),

G.\’

and

P, PO = /G LG Y GNALGT. (=)

”

LY / LGy A, & =),

X

where the last line uses the invariance property of Haar systems. Property (ii) is
equivalent to the following equalities of distributions on G, x G,, forall x € V:

VyeG, kG'v.y)=ky,y'yvH (x=s@), y=r@y).

Setting kp(y) := ky)(y, s(¥)), we getky(y, y') = kp(yy'~"), and the linear oper-
ator P : C°(G) — C*(G) is given by

P(f)¥) =/ ke(yy ™ Dda(y)  (x=s(y)).

GJ

We may consider kp as a single distribution on G acting on smooth functions on
G by convolution. With a slight abuse of terminology, we will refer to kp as the
Schwartz (or convolution) kernel of P.

We say that P is smoothing if kp lies in C*°(G), and is compactly supported or
uniformly supported if kp is compactly supported (which implies that each P, is
properly supported).

Let us develop some examples of G-operators.

Examples 3.7.2
(i) If G = G© =V is just aset, then G, = {x} for all x € V. Then in Definition 3.7.1,
property (i) is empty, and property (ii) implies that a G-operator is given by pointwise
multiplication by a smooth function P € C*(V): Pf(x) = P(x) - f(x).
(i) Let G =V x V,the pair groupoid, and let the Haar system dA be given in the obvious
way by a single measure dy on V:

dr,(y) =dy under the identification G, =V x {x} >~ V.

It follows that for any G-operator P,

Pg(z,X)=/ kp(z,y)g(y,x)d)\x(y,X)=/kp(z,y)g(y,x)dy,
V x{x} v

which immediately proves that P, = P, as linear operators on C°°(V) under the
obvious identifications V >~ V x {x} ~ V x {y}.
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(iii) Letp: X — Zbeasubmersion,andG = X x X = {(x,y) € X x X |p(x) = p(y)}
z

the associated subgroupoid of the pair groupoid X x X. The manifold G, can be
identified with the fiber p~!(p(x)). Property (ii) implies that for any G-operator P,
we have P, = P, as linear operators on p~'(p(x)) as soon as y € p~!(p(x)). Thus,
P is actually given by a family P., z € Z, of operators on p~'(z), with the relation
P = Py

(iv) Let G = E be the total space of a (Euclidean, Hermitian) vector bundle p : E — V,
with r = s = p. The Haar system d, w, x € V, is given by the metric structure on the
fibers of E. We have here

Pf(v) = / kp(v —w) f(w)d;w — (x = p(v)).
E

X

Thus, for all x € V, P, is a convolution operator on the linear space E,.

(v) Let G=Gy =TV x {0} uV x Vx ]0, 1] be the tangent groupoid of V. It can be
viewed as a family of groupoids G, parametrized by [0, 1], where Gy = TV and
G, =V x V fort > 0. A Gy-operator is given by a family P, of G,-operators, and
(P;)s=0 1s a family of operators on C°(V) parametrized by 7, whereas P is a family
of translation-invariant operators on 7,V parametrized by x € V. The Gy -operators
are thus a blend of examples (ii) and (iv).

We now turn to the definition of pseudodifferential operators on a Lie groupoid
G.

Definition 3.7.3 A G-operator P is a G-pseudodifferential operator of order m if:

(i) The Schwartz kernel kp is smooth outside G©.
(i) For every distinguished chart ¢ : U C G — Q x s(U) C R"™? x R? of G,

2
U Q x s(U)

N

s(U)

the operator (¥~ 1)*Py*: CX(Q x s(U)) — CX( x s(U)) is a smooth family
parametrized by s(U) of pseudodifferential operators of order m on 2.

We will use few properties of this calculus and only provide some examples and a
list of properties. The reader can find a complete presentation in [37-39,51,52].

Examples 3.7.4 In the previous five examples (Examples 3.7.3), a G-
pseudodifferential operator is:

(i) an operator given by pointwise multiplication by a smooth function on V;
(ii) a single pseudodifferential operator on V;
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(iii) a smooth family parametrized by Z of pseudodifferential operators in the fibers (this
coincides with the notion of [7]);

(iv) a family parametrized by x € V of convolution operators in E, such that the under-
lying distribution kp identifies with the Fourier transform of a symbol on E (that is,
a smooth function on E satisfying the standard decay conditions with respect to its
variable in the fibers);

(v) the data provided by an asymptotic pseudodifferential operator on V together with its
complete symbol, the choice of it depending on the gluing in Gy (this is quite close
to the notions studied in [8,22,23]).

It turns out that the space W}(G) of compactly supported G-pseudodifferential
operators is an involutive algebra.

The principal symbol of a G-pseudodifferential operator P of order m is defined
as a function ,,(P) on A*(G) \ G by

on(P)(x, &) = 0pr(Pr)(x, §),

where o,,(P,) is the principal symbol of the pseudodifferential operator P, on the
manifold G,. Conversely, suppose we are given a symbol f of order m on A*(G)
together with the following data:

(i) a smooth embedding 6 : i/ — AG, where { is a open set in G containing G©, such
that (G?) = G©, (d0)|go = 1d, and 6(y) € Ay,)G forall y € U;
(ii) a smooth, compactly supported map ¢ : G — R, such that ¢ ' (1) = G©.

Then we get a G-pseudodifferential operator Py ¢ with the formula (1 € C°(G))

e £ (y), )y Iy Vs (v).

;/,EGX(V)~
*
Fehn©

Py pu(y) = /

The principal symbol of Pyg 4 is just the leading part of f.

The principal symbol map respects pointwise product, whereas the product law
for total symbols is much more involved. An operator is elliptic when its principal
symbol never vanishes, and in that case, as in the classical situation, it has a
parametrix inverting it modulo W *°(G) = C°(G).

Operators of negative order in W} (G) are actually in C*(G), whereas zero-order
operators are in the multiplier algebra M(C*(G)).

All these definitions and properties immediately extend to the case of operators
acting between sections of bundles on G’ pulled back to G with the range map .
The space of compactly supported pseudodifferential operators on G acting on sec-
tions of r* E and taking values in sections of r*F will be denoted by W(G, E, F).
If F = E, we get an algebra denoted by WV(G, E).
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Examples 3.7.5

(i) The family given by P; = P(x,tD,) for t > 0 and Py = P(x, Dx) described in the
introduction of this section is a G-pseudodifferential operator with G the tangent
groupoid of R”.

(ii) More generally, let V be a closed manifold endowed with a Riemannian metric. We
denote by exp the exponential map associated with the metric. Let f be a symbol on
V. We get a Gy -pseudodifferential operator P by setting

eyl dzdé&
(t > 0) Pru(x,y,t)=/ T f O, Oz, ) —
zeV,EeTrV t
Pou(x, X, 0):/ eX=D% f(x, Eyu(x, Z)dZdE.
ZeT V. EcTrV

Moreover, P; is a pseudodifferential operator on the manifold V, which admits f as a
complete symbol.

3.8 Index theorem for smooth manifolds

The purpose of this section is to present a proof of the Atiyah—Singer index
theorem using deformation groupoids and show how it generalizes to conical
pseudomanifolds. The results presented here come from recent works of the authors
together with a joint work with V. Nistor [ 18-20]; we refer to [19,20] for the proofs.

3.8.1 The KK-element associated to a deformation groupoid

Before going to the description of the index maps, let us describe a useful and
classical construction [13,27].
Let G be a smooth deformation groupoid (Definition 3.2.6):

G =G, x{0}UG,x]0,11 = G© = M x [0, 1].

One can consider the saturated open subset M x]0, 1] of G, Using the iso-
morphisms C*(G|uyx10,17) = C*(G2) ® Co(]0, 1]) and C*(G|yx(0)) = C*(G1), we
obtain the following exact sequence of C*-algebras:

IMx10,1]

0 —— C*Gy) ®Cy(10,1]) =24 c*(G) - C*(Gy) — O

where 771017 is the inclusion map and evy is the evaluation map at 0, that is, evy is
the map coming from the restriction of functions to G| 0. We assume now that
C*(Gy) is nuclear. Because the C*-algebra C*(G;) ® Cy(]0, 1]) is contractible, the
long exact sequence in KK-theory shows that the group homomorphism

(evo)« = -®levo] : KK(A, C*(G)) — KK(A, C*(Gy))
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is an isomorphism for each C*-algebra A. In particular, with A = C*(G) we get that
[evo] is invertible in KK-theory: there is an element [evy]™! in KK(C*(G,),
C*(G)) such that [evg|®[evy] ! = I+ and [evo] ™' ®[evy] = LGy

Letev; : C*(G) — C*(G») be the evaluation map at 1, and [ev; ] the correspond-
ing element of KK(C*(G), C*(G,)). The KK-element associated to the deformation
groupoid G is defined by

8 = [evo] '®[evi] € KK(C*(G)), C*(Gy)).

We will meet several examples of this construction in the sequel.

3.8.2 The analytical index
Let M be a closed manifold, and consider its tangent groupoid:
Gy =TM x{0}UM x M x [0,1] = M x [0, 1].

It is a deformation groupoid, and the preceding construction provides us a KK-
element:

= (e o (ed);! € KK(Co(T*M), K) =~ KK(Co(T*M), C),

where eM : C*(G!,) — C*(G!,)|;=: are evaluation homomorphisms.
The analytical index is then [13]

Ind, M := (e}), o (ef)." : KK(C, Co(T*M)) — KK(C, K(L*(M))
~ Ko(Co(T*M)) >~ Z
or, in terms of the Kasparov product,
Ind,M = - ® dy.

Using the notion of pseudodifferential calculus for G}, it is easy to conclude that this
map is the usual analytical index map. Indeed, let f(x, £) be an elliptic zero-order
symbol, and consider the G}, -pseudodifferential operator, Py = (P;)o<,<1, defined
as in Examples 3.7.5. Then f provides a K-theory class [ f] € Ko(C*(T M)) =~
Ko(Co(T*M)), whereas P provides a K-theory class [P] € Ko(C*(G},)), and

(eg")+([P]) = [f] € Ko(C*(T M)).
Thus
[f1®[e)' 17! ® [e}'] = [P1] € Ko(K),
and [ P;] coincides with Ind(P;) under Ky(K) >~ Z.
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Because P; has principal symbol equal to the leading part of f, and because
every class in Ko(Cy(T*M)) can be obtained from a zero-order elliptic symbol, the
claim is justified.

To be complete, let us explain that the analytical index map is the Poincaré dual
of the homomorphism in K-homology associated with the obvious map: M — {-}.
Indeed, thanks to the obvious homomorphism W : C*(TM) @ C(M) — C*(TM)
given by multiplication, dy can be lifted into an element Dy = W,.(dy) €
KK(C*(TM)® C(M),C) = K°(C*(TM) ® C(M)), called the Dirac element.
This Dirac element yields the well-known Poincaré duality between Cy(T*M)
and C(M) [14,19,31], and in particular it gives an isomorphism

. ® Dy Ko(C*(TM)) —> K°(C(M)),
C*(TM)

whose inverse is induced by the principal symbol map.
One can then easily show the following proposition:

Proposition 3.8.1 Let g: M — - be the projection onto a point. The following
diagram commutes:

KOT*M) -2 Ko(M)

Ind, l lq*
Z

— Z

3.8.3 The topological index

Take an embedding M — R”, and let p : N — M be the normal bundle of this
embedding. The vector bundle TN — T M admits a complex structure; thus we
have a Thom isomorphism

T : Ko(C*(TM)) —> Ko(C*(TN))
given by a KK-equivalence
T € KK(C*(TM), C*(TN)).

T is called the Thom element [30].
The bundle N identifies with an open neighborhood of M into R", so we have
the excision map

j:C*(TN) —» C*(TR").

Consider also B : Ko(C*(TR")) — Z given by the isomorphism C*(TR") >~
Co(R?") together with Bott periodicity.
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The topological index map Ind, is the composition
K(C*(TM) - K(CH(TN)) L5 K(CHTR") 2> 7.

This classical construction can be reformulated with groupoids.

First, let us give a description of 7', or rather of its inverse, in terms of groupoids.
Recall the construction of the Thom groupoid. We begin by pulling back 7'M over
N in the groupoid sense. Let

*PPTM)=NxTM xN =N
M M
and
Ty =TN x {0} u*p*(TM)x]0,1] = N x [0, 1].

This Thom groupoid and the Morita equivalence between *p*(T M) and T M pro-
vide the KK-element

Ty € KK(C*(TN), C*(T M)).

This element is defined exactly as 9y is. Precisely, the evaluation map at 0, namely
¢y : C*(1y) — C*(T N), defines an invertible KK-element. We let &, : C*(7y) —
C*(*p*(T M)) be the evaluation map at 1. The Morita equivalence between the
groupoids 7'M and * p*(T M) leads to a Morita equivalence between the correspond-
ing C*-algebra and thus to a KK-equivalence M € KK(C*(* p*(T M)), C*(T M)).
Then
v = [8] ' @611 © M.

We have the following:

Proposition 3.8.2 [20] If T is the KK-equivalence giving the Thom isomorphism,
then

N = Tﬁl.

This proposition also applies to interpret the isomorphism B : Ko(C*(TR")) —
Z. Indeed, consider the embedding - < R". The normal bundle is just R" — -,
and we get as before

Re € KK(C*(TR"), C).

Using the previous proposition, we get B = - ® Tgn.
Remark also that 7g« = Gg», so that tg: = [eg&"]_l ® [eIIR"].
Finally, the topological index

. —1
Ind; = TR 0 jy 0Ty

is entirely described using (deformation) groupoids.
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3.8.4 The equality of the indices

A last groupoid is necessary in order to prove the equality of index maps. Namely,
this groupoid is obtained by recasting the construction of the Thom groupoid at the
level of tangent groupoids:

I = Gy x {0} U*(p ® Idio.1)*(Gar) %10, 11. (3.27)
As before, this yields a class
v € KK(C*(Gn), C*(Gn)).

All maps in the diagram

Z _— 7 _— 7
e{”T e{VT N eﬂ

Ko(C*Gn) <22 Ko(C*Gy) —2 Ko(C*(Gan) (3.28)
e lz el lz et lz

Ko(CHTM)) <2 Ko(CHTN) —L— Ko(CHTRM)
are given by Kasparov products with

(1) classes of homomorphisms coming from restrictions or inclusions between groupoids,
(i) inverses of such classes,
(iii) explicit Morita equivalences.

This easily yields the commutativity of the diagram (3.28). Having in mind the
previous description of index maps using groupoids, this commutativity property
just implies

Ind, = Ind,.

3.9 The case of pseudomanifolds with isolated singularities

As we explained earlier, the proof of the K-theoretical form of the Atiyah—Singer
index theorem presented in this chapter easily extends to the case of pseudoman-
ifolds with isolated singularities. This is achieved provided one uses the correct
notion of tangent space of the pseudomanifold; for a pseudomanifold X with
one conical point (the case of several isolated singularities is similar), this is the
noncommutative tangent space defined in Section 3.2.5:

TSX =X x X UTXT = X°.
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In the sequel, it will replace the ordinary tangent space of a smooth manifold.
Moreover, it gives rise to another deformation groupoid, which will replace the
ordinary tangent groupoid of a smooth manifold:

G =TSX x {0} UX° x X°x]0, 1] = X° x [0, 1].

We call G the rangent groupoid of X. It can be provided with a smooth structure
such that 78X is a smooth subgroupoid. Moreover, both are amenable, so their
reduced and maximal C*-algebras coincide and are nuclear.

With these choices of TSX as a tangent space for X and of Gl as a tangent
groupoid, one can follow step by step all the constructions made in the previous
section.

3.9.1 The analytical index

Using the partition X° x [0, 1] = X° x {0} U X°x]0, 1] into saturated open and
closed subsets of the units space of the tangent groupoid, we define the KK-element
associated to the tangent groupoid of X:
ox :=leo] ' ® [e1] € KK(CH(T®X), K) = KK(C*(T®X), ©),

where ¢ : C*(GY) = C*(Gy|x-x0) = C*(TSX) is the evaluation at 0, and e; :
C*(Gy) — C*(GYlxoxqy) = K(L*(X)) is the evaluation at 1.

Now we can define the analytical index exactly as we did for closed smooth
manifolds. Precisely, the analytical index for X is set to be the map

Ind¥ = . ® dx : KK(C, C*(T®X)) — KK(C, K(L*(X°))) ~ Z.

The interpretation of this map as the Fredholm index of an appropriate class of
elliptic operators is possible and carried out in [34].

3.9.2 The Poincaré duality

Pursuing the analogy with smooth manifolds, we explain in this subsection that
the analytical index map for X is Poincaré dual to the index map in K-homology
associated to the obvious map : X — {.}.

The algebras C(X) and C*(X) :={f € C(X) | f is constant on cL} are homo-
topic. If g belongs to C*(X) and f to C.(TSX),let g - f be the element of C.(TSX)
defined by g - f(y) = g(r(y)) f(y). This induces a x-morphism

W C(X)® CHTSX) — CHTSX).
The Dirac element is defined to be
Dy := [¥] ® dx € KK(C(X) ® C*(T°X), C).
We recall
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Theorem 3.9.1 [19] There exists a (dual-Dirac) element Ay € KK(C, C(X) ®
C*(TSX)) such that
Ax ® Dx = lersy) € KK(CH(TSX), C*(T®X)),
Cc(X)
bx  ® Dy =lex) € KK(C(X), C(X)).
C*(TSX)
This means that C(X) and C*(TSX) are Poincaré dual.

Remark 3.9.2 The explicit construction of A x, which is heavy going and technical,
can be avoided. In fact, the definitions of TS X, G and thus of D can be extended in
a natural way to the case of an arbitrary pseudomanifold, and the proof of Poincaré
duality can be done using a recursive argument on the depth of the stratification,
starting with the case depth = 0, that is, with the case of smooth closed manifolds.
This is the subject of [18].

The theorem implies that
KK(C, CX(TSX)) ~ Ko(C*(T®X)) - K(C(X),C) ~ K%C(X)),

x—x & Dy
C*(TSX)

is an isomorphism. In [34], it is explained how to interpret its inverse as a principal
symbol map, and one also get the analogue of Proposition 3.8.1:

Proposition 3.9.3 Let g : X — - be the projection onto a point. The following
diagram commutes:

Ko(CHTSX)) —2> Ko(X)

Ind} l lq*
Z

— Z

3.9.3 The topological index

3.9.3.1 Thom isomorphism

Take an embedding X — cR" = R" x [0, +oo[/R" x {0}. This means that we
have a map which restricts to an embedding X° — R” x]0, +oo[ in the usual sense
and which sends ¢ to the image of R" x {0} in cR". Moreover, we require the
embedding on X~ = Lx]0, 1] to be of the form j x Id where j is an embedding
of L in R".

Such an embedding provides a conical normal bundle. Precisely, let p : N° —
X° be the normal bundle associated with X° < R"x]0, +o0o[. We can identify
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N°|x- ~ N°|. x]0, 1[, and set
N =¢N°|L UN°|x+.

Thus N is the pseudomanifold with an isolated singularity obtained by gluing the

closed cone ¢N°|p := N°|p x [0, 1]/N°|p x {0} with N°|x+ along their common

boundary N°|; x {1} = N°|yx+. Moreover, p : N — X is aconical vector bundle.
The Thom groupoid is then

Ty = TSN x {0} u*p*(TSX)x]0, 1].

It is a deformation groupoid. The corresponding KK-element gives the inverse
Thom element:

Ty € KK(C*(TSN), C*(TSX)).
Proposition 3.9.4 [20] The following map is an isomorphism:

K(C*(TSN)) =3 K(C*TSX)).

Roughly speaking, the inverse of - ® Ty is the Thom isomorphism for the “vector
bundle” TSN “over” TSX. One can show that it really restricts to usual Thom
homomorphism on regular parts.

3.9.3.2 Excision

The groupoid TSN is identified with an open subgroupoid of TScR”, and we have
an excision map

j: C*(TSN) — C*(TSRM).
3.9.3.3 Bott element

Consider ¢ < cR". The (conical) normal bundle is cR" itself. Remark that G'p,, =
T.rn. Then

g € KK(C*(TScR"), C)
gives an isomorphism
B =(Q 1) : Ko(C*(TScR")) — Z.
Definition 3.9.5 The topological index is the morphism
Ind* = Bo j.oty': Ko(CH(T®X)) — Z.

The following index theorem can be proved along the same lines as in the smooth
case:

Theorem 3.9.6 The following equality holds:

Indf = Ind,X .
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Renormalization Hopf algebras and
combinatorial groups

ALESSANDRA FRABETTI*

Abstract

These are the contents of five lectures given at the Summer School “Geometric
and Topological Methods for Quantum Field Theory,” held in Villa de Leyva
(Colombia), July 2—-20, 2007. The lectures are meant for graduate or advanced
undergraduate students in physics or mathematics. They include references,
many examples and some exercises.

Part I is a short introduction to algebraic and proalgebraic groups, based
on some examples of groups of matrices and groups of formal series, and their
Hopf algebras of coordinate functions.

Part Il presents a greatly condensed review of classical and quantum field
theory, from the Lagrangian formalism to the Euler—Lagrange equation and
the Dyson—Schwinger equation for Green functions. It poses the main problem
of solving some nonlinear differential equations for interacting fields.

In Part Il we study the perturbative solution of the previous equations,
expanded in Feynman graphs, in the simplest case of the scalar ¢> theory.

Part IV introduces the problem of divergent integrals appearing in quantum
field theory, the renormalization procedure for the graphs, and how the renor-
malization affects the Lagrangian and the Green functions given as perturbative
series.

Part V presents the Connes—Kreimer Hopf algebra of renormalization for
the scalar theory and its associated proalgebraic group of formal series.

I. Groups and Hopf algebras

In this part we review the classical duality between groups and Hopf algebras of
certain types. Details can be found, for instance, in [16].

* These lectures are based on a course for Ph.D. students in mathematics, held at Université Lyon 1 in spring
2006, by Alessandra Frabetti and Denis Perrot. Thanks, Denis!
During the summer school “Geometric and Topological Methods for Quantum Field Theory,” many students
provided interesting questions and comments, which greatly helped the writing of these notes. Thanks to all of
them!
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4.1 Algebras of representative functions

Let G be a group, for instance, a group of real or complex matrices, a topological
group or a Lie group. Let

FG)={f:G — C(orR)}

denote the set of functions on G, possibly continuous or differentiable. Then F(G)
has a lot of algebraic structures, which I describe in detail.

4.1.1 Product

The natural vector space F(G) is a unital associative and commutative algebra
over C, with product (fg)(x) = f(x)g(x), where f, g € F(G)and x € G, and unit
given by the constant function 1(x) = 1.

4.1.2 Coproduct

For any f € F(G), the group law G x G — G induces an element Af €
F(G x G) defined by Af(x,y)= f(x-y). Can we characterize the algebra
F(G x G)={f : G x G — C} starting from F(G)?

Of course, we can consider the tensor product

F(G)®F(G) =1 fi®g, fi.& € F(G)¢,
finite

with componentwise product (f; ® g1)(f> ® g2) = fi1g81 ® f>g2, but in general
this algebra is a strict subalgebra of F(G x G) = {D i finite fi ® &i} (it is equal
to F(G x G) for finite groups). For example, f(x,y) =exp(x +y) € F(G) ®
F(G),but f(x,y) =exp(xy) ¢ F(G)® F(G). Similarly, if §(x, y) is the function
equal to 1 when x = y and equal to O when x # y, then 6 ¢ F(G) ® F(G). To
avoid this problem we could use the completed or topological tensor product &
such that F(G)® F(G) = F(G x G). However, this tensor product is difficult
to handle, and for our purpose we want to avoid it. As an alternative, we can
consider the subalgebras R(G) of F(G) such that R(G) ® R(G) = R(G x G).
Such algebras are of course much easier to describe then a completed tensor product.
For our purpose, we are interested in the case when one of these subalgebras is
big enough to describe the group completely. That is, it does not lose too much
information about the group with respect to F'(G). This condition will be specified
later on.

Let us therefore assume that there exists a subalgebra R(G) C F(G) such
that R(G) ® R(G) = R(G x G). Then, the group law G x G — G induces a
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coproduct A : R(G) — R(G) ® R(G) defined by Af(x,y)= f(x-y). We
denote itby Af =) ... fiy ® fo). The coproduct has two main properties:

(i) A is a homomorphism of algebras; in fact,

A(f)x, y) = (f)x - y) = flx-y)glx-y) = Af(x, y)Ag(x, y),

that is, A(fg) = A(f)A(g). This can also be expressed as

DU ®(fea=)_ fig1® ha.

(i) A is coassociative, that is, (A ® Id)A = (Id ® A)A, because of the associativity
(x-y)-z=2x-(y-z)of the group law in G.

4.1.3 Counit

The neutral element e of the group G induces a counit ¢ : R(G) —> C defined by
e(f) = f(e). The counit has two main properties:

(i) e is a homomorphism of algebras; in fact,
e(fg) = (fg)e) = f(e)gle) = e(f)e(g).

(i) e satisfies the equality Y f1)e(f2)) = > e(f)) fio), induced by the equality x - e =
x=e-xinG.

4.1.4 Antipode

The inversion operation in G, that is, x — x~ 1, induces the antipode S : R(G) —
R(G) defined by S(f)(x) = f(x~"). The counit has four main properties:

(i) S is a homomorphism of algebras; in fact,
S(fR)x) = (f)x™) = f(x g™ = S(H(x)S(g)(x).
(ii) S satisfies the five-term equality
m(S @ IDHA = us = mId @ S)A,

wherem : R(G) ® R(G) —> R(G) denotes the productand u : C — R(G) denotes
the unit. This is induced by the equality x - x~! . xinG.
(iii) S is anti-comultiplicative, thatis, Ao S =(S® S)oto A, where t1(f ® g) =g Q f

“1.x1in

—=—e =X

is the twist operator. This property is induced by the equality (x - y)~' =y
G.
(iv) S is nilpotent, that is, S o § = Id, because of the identity (x~!)~! = x in G.
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4.1.5 Abelian groups

Finally, G is abelian (thatis,x - y = y - x forall x, y € G) if and only if the coprod-
uct is cocommutative, that is, A = A o 7, thatis, ) fiy ® fioy = D_ foy ® fu)-

4.1.6 Hopf algebras

A unital, associative and commutative algebra H endowed with a coproduct A,
a counit ¢ and an antipode S, satisfying all the properties listed in the preceding
subsections, is called a commutative Hopf algebra.

In conclusion, we have shown that if G is a (topological) group, and R(G) is a
subalgebra of (continuous) functions on G such that R(G) ® R(G) = R(G x G),
and sufficiently big to contain the image of A and of S, then R(G) is a commutative
Hopf algebra. Moreover, R(G) is cocommutative if and only if G is abelian.

4.1.7 Representative functions

We now turn to the existence of such a Hopf algebra R(G). If G is a finite group,
then the largest such algebra is simply the linear dual R(G) = F(G) = (CG)* of
the group algebra.

If G is a topological group, then the condition R(G) ® R(G) = R(G x G),
roughly speaking, forces R(G) to be a polynomial algebra, or a quotient of it. The
generators are the coordinate functions on the group, but we do not always know
how to find them.

For compact Lie groups, R(G) always exists, and we can be more precise. We
say that a function f : G — C is representative if there exist a finite number of
functions fi, ..., f; such that any translation of f is a linear combination of them.
If we denote by (L, f)(y) = f(x - y) the left translation of f by x € G, this means
that L, f = ) 1;(x) f;. Denote by R(G) the set of all representative functions on
G. Then, using representation theory, and, in particular, the Peter—Weyl theorem,
one can show the following facts:

(1) R(G)® R(G) = R(G x G);
(ii)) R(G) is dense in the set of continuous functions;
(iii) as an algebra, R(G) is generated by the matrix elements of all the representations of
G of finite dimension;
(iv) R(G) is also generated by the matrix elements of one faithful representation of G,
and therefore it is finitely generated.

Moreover, for compact Lie groups, the algebra R(G) has two additional structures:

(i) because the group G is a real manifold and the functions have complex values, R(G)
has an involution, that is, a map * : R(G) —> R(G) such that (f*)* = f and (fg)* =
&
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(i) because G is compact, R(G) has a Haar measure, thatis, alinearmap u : R(G) — R
such that p(aa*) > 0 for all a # 0.

Similar results hold in general for groups of matrices, even if they are complex
manifolds, and even if they are not compact. In particular, the algebra generated
by the matrix elements of one faithful representation of G satisfies the required
properties.

For other groups than those of matrices, a suitable algebra R(G) can exist, but
there is no general procedure to find it. The best hint is to look for a faithful
representation, possibly with infinite dimension. This may work also for groups
which are not locally compact, as shown in the examples in Sections 4.2.8 and
4.2.9, but in general not for groups of diffeomorphisms on a manifold.

4.2 Examples
4.2.1 Complex affine plane

Let G = (C", +) be the additive group of the complex affine plane. A complex
group is assumed to be a holomorphic manifold. The functions are also assumed
to be holomorphic, that is, they do not depend on the complex conjugate of the
variables. The map

p:(C",+) — GL,11(C) = Auy(C"*),

1 SRR
O1 --- 0
(tl,---atn)'_> .
0 0 1
is a faithful representation, in fact
1 1+ Iy + Sn
0 1 0
p((tl,---,tn)+(s1,--.,sn)): :

0 0 1

1 1 t, 1 s Sn
0 1 0 0 1 0
0o 0 --- 1 0 0 --- 1

=P, - t)P(S1, -y Sn).
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Therefore, there are n local coordinates x;(t;, ...,t,) =t;,fori =1, ..., n, which
are free of mutual relations. Hence the algebra of local coordinates on the affine
line is the polynomial ring R(C", +) = C[x, ..., x,]. The Hopf-structure is the
following:

* Coproduct: Ax; =x; ® 1 +1®x; and Al =1® 1. The group is abelian, and the
coproduct is indeed cocommutative.

¢ Counit: g(x;) = x(0) =0 and (1) = 1.

* Antipode: Sx; = —x; and S1 = 1.

This Hopf algebra is usually called the unshuffle Hopf algebra, because the coprod-
uct on a generic monomial

AGkiy - Xi) = D D Kot Koty ® Xolipur) * *Kolipey)
ptq=loeX,,

makes use of the shuffle permutations o € X, ,, that is, the permutations of ¥,
suchthato(iy) < - - <o(ip)and o(ip41) < -+ < 0 (i ptq)-

4.2.2 Real affine plane

Let G = (R", 4+) be the additive group of the real affine plane. A real group is
assumed to be a differentiable manifold. The functions with values in C are the
complexification of the functions with values in R, that is, Rc(G) = Rr(G) ® C.
In principle, then, the functions depend also on the complex conjugates, but the
generators must be real: we expect that the algebra Rc(G) has an involution *. In
fact, we have the following results:

* Real functions: The map

p:(R", +) —> GL,y1(R) = Aut(R"),

1 oo t,
O1 --- 0
t, ..., ty) —
0 o0 ... 1
is a faithful representation. The local coordinates are x;(ty,...,t,) =1, for i =
1,..., n, and the algebra of real local coordinates is the polynomial ring Rr(R", 4) =
R[xi, ..., x,]. The Hopf structure is exactly as in the previous example.

* Complex functions: Complex faithful representation as before, but local coordinates
xi(t(, ..., t,) = t; subject to an involution defined by x/(#, ..., t,) = t; and such that
x} = x;. Then the algebra of complex local coordinates is the quotient

" Clxy, xf, .oy xn, x0]
Re(R", 4) = — -1 :

(xF—x;,i=1,...,n)
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which is isomorphic to C[xy, .. ., x,] as an algebra, but not as an algebra with involution.
Of course, the Hopf structure is always the same.

4.2.3 Complex simple linear group
The group

mip mip2
map My

SL22,C) = {M = ( ) € My(C), detM = 1}

has a lot of finite-dimensional representations, and the smallest faithful one is the
identity:
p=Id: SL2,C) — GL,(C),

miyy =a(M) mp = b(M)
M (nm = (M) ma =d(M))'

Therefore there are four local coordinates a, b, c,d : SL(2, C) — C, given by
a(M) = my,, etc., related by det M = 1. Hence the algebra of local coordinates of
SL(2, C) is the quotient

B Cla, b, c, d]
R(SL(22,C)) = —(ad 1)

The Hopf structure is the following:

® Coproduct: Af(M, N) = f(MN); therefore
Aa=a®a+bc, Ab=aQ®®b+b®d,
Ac=c®Qa+dQc, Ad=c@®b+dR®d.

To shorten the notation, we can write
a b a b a b
A(c d>_<c d>®<c d)‘
. a b 1 0
Coumt.e(f)_f(l),hences(c d>_<0 l)'

* Antipode: Sf(M) = f(M—');thereforeS<i 2) _ ( d —b>.

4.2.4 Complex general linear group
For the group
GLQ2,C)={M € M,(C), detM +# 0},
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the identity GL(2, C) — GL(2, C) = Aut(C?) is of course a faithful represen-
tation. We then have four local coordinates, as for SL(2, C). However, this time
they satisfy the condition det M # 0, which is not closed. To express this relation
we use a trick: Because det M # 0 if and only if there exists the inverse of det M,
we add a variable t(M) = (det M)~!. Therefore the algebra of local coordinates of
GL(2, C) is the quotient

Cla, b, c,d, t]

RGLQ, ©O) = (ad —boy — 1)

The Hopf structure is the same as that of SL(2, C) on the local coordinates a, b, ¢, d,
and on the new variable ¢ is as follows:

¢ Coproduct: At =t @ t; in fact,

At(M,N) = t(MN) = (det(MN))~" = (det M)~ (det N)~!
= t(M)t(N).

* Counit: () =t(1) = 1.
* Antipode: St = ad — bc, because

St(M) =t(M™") = (det (M) =det M.

4.2.5 Simple unitary group
The group

SU@ = [M e M), detm =1, M~ =TT}

is areal group; in fact, it is one real form of SL(2, C), the other one being SL(2, R),
and it is also the maximal compact subgroup of SL(2, C). As areal manifold, SU(2)
is isomorphic to the three-dimensional sphere S3; in fact,

Nl

=c

M=(‘C’ Z)ESU(2) — ad—-bc=1, a=d,

— M:(_ag g) with aa + bb = 1.

Ifweseta=x+iyand b =u +iv, with x, y, u, v € R, we then have
ad+bb=1 <= x*+y’+u*+* =1 inR*

— (x,y,u,v)eS.
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We then expect that the algebra of complex functions on SU(2) has an involution:

Cla, b, c,d, a*, b*, c*, d*] ~ Cla, b, a*, b*]
(a* —d,b* +c,ad —bc — 1) (aa* +bb* — 1)’

R(SU((2)) =

The Hopf structure is the same as that of SL(2, C), but expressed in terms of the
proper coordinate functions of SU(2), that is:

a b a b a b
Coproduct.A( bt a*) = (—b* a*>®<—b* a*)‘
¢ Counit: € ( ) ( )
b

¢ Antipode: S( a

b* a*

\_/

4.2.6 Exercise: Heisenberg group

The Heisenberg group Hj is the group of complex 3 x 3 (upper) triangular matrices
with all the diagonal elements equal to 1, that is,

1
H; = 0
0

S = Q

b
c| € GL3,0)
1

Describe the Hopf algebra of complex representative (algebraic) functions on Hjs.

4.2.7 Exercise: Euclidean group

The group of rotations on the plane R? is the special orthogonal group
SOQ2,R)={A € GLQ2,R), detA=1, A™' = A'}.

The group of rotations acts on the group of translations 7> = (R?, +) as a product
Av of amatrix A € SO(2, R) by a vector v € R

The Euclidean group is the semidirect product £, = T, ¥ SO(2, R). That is, E,
is the set of all the couples (v, A) € T, x SO(2, R), with the group law

(v, A)-(u, B) := (v+ Au, AB).
(i) Describe the Hopf algebra of real representative functions on SO(2, R).

(i) Find a real faithful representation of 7, of dimension 3.
(iii) Describe the Hopf algebra of real representative functions on Ej.
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4.2.8 Group of invertible formal series

The set

G™(C) = {f(z) =Y i h€C fo= 1]

n=0

of formal series in one variable, with constant term equal to 1, is an Abelian group
with

e product: (fg)(z) = f(2)g(z) = Z ( Z fr gq) 7"

n=0 \p+q=n
* unit: 1(z) = 1;
* inverse: by recursion; in fact,

FF =Y ( Yoot (f_l)q) =1

n=0 \p+q=n

if and only if for n = 0 we have
(=1 & (=1 & [1ec™O),

and for n > 1 we have

D F = ST A A Dy fu(f 0 = 0,

p=0
thatis, (f ™) = —fi, (f 2 = f7 — fas ete.
This group has many finite-dimensional representations, of the form

p: G™(C) — GL,(C),

L i fo 3o faa

% O 1 fi fo - fao
fQ=Y fnz"+— |0
n=0 .

0 1 fi - fis],
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but they are never faithful! To have a faithful representation, we need to consider
the map

0 G™(C) — GL(C) = lim GL,(C),

L i 2 f
0O 1 i rf
f(Z) — 0 0 1 f] e ,

0 0
where lim G L,,(C) is the projective limit of the groups (G L,(C)),, that is, the limit

of the groups such that each GL,(C) is identified with the quotient of GL,,;(C)
by its last column and row. Because lim G L,(C) is not a group, it is necessary to

restrict the image of the map p to the triangular matrices 7, (C), whose projective
limit 1i<£r1 T,,(C) indeed forms a group.’

Therefore there are infinitely many local coordinates x, : G™(C) — C,
given by x,(f) = f,, which are free from each other. Hence the algebra of local
coordinates of GI™(C) is the polynomial ring

R(G™(C)) = Clxy, X2, ..., Xn, - ...].
The Hopf structure is the following (with xo = 1):

* Coproduct: Ax, = Y y_o Xk ® Xnk.
¢ Counit: &(x,) = §(n, 0).
¢ Antipode: recursively, from the five-term identity. In fact, for any n > 0 we have

()l = 0= S(x)xu-i
k=0
= S(l)xn + S(xl)xn—l + S(x2)xn—2 + -+ S(Xn)l,
and because S(1) = 1, we obtain S(x,) = —x, — Z;ll SO )X—k.
This Hopf algebra is isomorphic to the so-called algebra of symmetric functions;
cf. [19].
4.2.9 Group of formal diffeomorphisms

The set

GO ={f@=)_ £ f1eC fo=1
n=0

! Thanks to B. Richter and R. Holtkamp for pointing this cut to me.
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of formal series in one variable, with zero constant term and linear term equal to

1, is a (non-abelian) group with

* product given by the composition (or substitution)

(fo)@) = fg@)=)_ f, 8gR)"

n=0
=z+(fite)Z+(HL+2figi+8)7
+(fs+3f8 +2fig+ figh +g3) 2t +OE);
* unitid(z) = z;

* inverse given by the reciprocal series f~! such that f o f~! =id = f~! o f, which can
be found recursively, using for instance the Lagrange formula; cf. [22].

This group also has many finite-dimensional representations, which are not
faithful, and a faithful representation of infinite dimension:

p: GI(C) —> T(C) = 1im T,(C) C G Lso(C),

I fi f /3 Ja

0 1 2fi 2H6+fF 2H+2A5

0 0 1 3fi 3f+3f2
f@O=10 0o o 1 411

0 0 0

Therefore there are infinitely many local coordinates x, : G4 (C) — C, given
by x,(f) = fu, which are free one from another. As in the previous example, the
algebra of local coordinates of G%f(C) is then the polynomial ring

R(G™(C)) = Clxy, x2, .. .].
The Hopf structure is the following (with xg = 1):

* Coproduct: Ax,(f, g) = x,(f o g); hence

n—1

Axy =x, 1 4+1Qx, + E Xm @ E XpoXp * Xp, -
m=1 pot+pit-tpp=n—m
P05+ Pm =0

¢ Counit: (x,) = §(n, 0).
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* Antipode: recursively, using

n—1
S(xn) = —x, — Z S(xm) Z XpoXpy =" Xpy, -

m=1 po+pit--t+pm=n—m

This Hopf algebra is the so-called Faa di Bruno Hopf algebra, because the com-
putation of the coefficients of the Taylor expansion of the composition of two
functions was first carried out by F. Faa di Bruno [12] (in 1855!).

4.3 Groups of characters and duality

Let H be a commutative Hopf algebra over C, with product m, unit u, coproduct
A, counit g, antipode S and possibly an involution .

4.3.1 Group of characters

We define a character of the Hopf algebra H as a linear map « : H — C such
that

(i) o is a homomorphism of algebras, that is, «(ab) = a(a)x(b);
(i) « is unital, that is, a(1) = 1.

Denote by G = Homy,(H, C) the set of characters of H. Given two characters
a, B € Gy, we define the convolution of o and 8 as the linearmapa x § : H — C
defined by o x B = mc o (¢ @ B) o A, thatis, a x (a) = Y _ a(aq))B(ae)) for any
a € H. Applying the definitions, it is easy to prove the following properties:

(i) For any «, B € Gy, the convolution « % 8 is a unital algebra homomorphism, that is
o * ,3 € Gy.
(i) The convolution product Gy ® Gy —> Gy is associative.
(iii) The counit ¢ : HH — C is the unit of the convolution.
(iv) For any @ € Gy, the homomorphism a~! = « o § is the inverse of a.
(v) The convolution product is commutative if and only if the coproduct is cocommutative.

In other words, the set of characters G forms a group with the convolution product.

4.3.2 Real subgroups

If H is a commutative Hopf algebra endowed with an involution % : H — H
compatible with the Hopf structure, in the sense that

(ab)* = b*a*, 1* =1,
A(a*) = (Aa), e(a*) = e(a), S(a*) = (Sa)",
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then the subset

Gy = Hom, 4, (H, C) = {oz € Gy, a(a*) = m}

is a (real) subgroup of Gp.

4.3.3 Compact subgroups

If, furthermore, H is a commutative *Hopf algebra, finitely generated and endowed
with a Haar measure compatible with the Hopf structure, that is, a linear map
i : H — R such that

(L RIDA = (Id ® u)A =uo u,
w(aa*) >0 for all a # 0,

then Gy is a compact Lie group.

4.3.4 Comparison of SL(2,C), SL(2,R)and SU(2)
Consider the commutative algebra

Cla, b, ¢, d]
(ad —bc — 1)

If on H we consider the Hopf structure
a b a b a b
A(c d>_(c d>®(c d)’
o[ by (1 0
c d) \o 1)’
a b d —b
S (c d ) - (—C a ) ’
then Gy = SL(2, C). If in addition we consider the involution

(c0) - 2)

then Gj; = SL(2, R). If, instead, we consider the involution

-5 2)

then G, = SU(2).
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4.3.5 Duality

We have seen first how to associate a Hopf algebra to a group, through a functor
R, and then how to associate a group to a Hopf algebra, through a functor G. In
general, these two functors are adjoint to each other, that is,

Homeups(Ga Gu) = HomAlg(Ha R(G)).

Sometimes, these two functors are dual to each other. In particular, we have the
following results:

¢ Given a complex group G and its Hopf algebra R(G) of representative functions, the
map

CI) N G —_—> GR(G) = HOmA[g(R(G), (C),
x> @, R(G) = C,d.(f) = f(x)

defines an isomorphism of groups to the characters group of R(G). This result must be
refined to the group G, if G is real. It is known as Tannaka duality for compact Lie
groups.

* Vice versa, given a commutative Hopf algebra over C, the complex group G can be
defined as the group of characters of H, that is, by stating that its coordinate functions
are given by H. If the Hopf algebra H has an involution and a Haar measure, and it is
finitely generated, then the map

v H — R(G*(I)),
a+— Y, : Hom,u,(H, C) — C, ¥,(a) = a(a)

defines an isomorphism of Hopf algebras. The underlying group is compact, and this
result is known as the Krein duality.

4.3.6 Algebraic and proalgebraic groups

As we saw in most of the examples, the group structure of many groups does not
depend on the field where the coefficients take value. This is the case for matrix
groups, but also for the groups of formal series. Apart from the coefficients, such
groups have in common the form of their coordinate ring, that is, the Hopf algebra
H. They are better described as follows.

Given a commutative Hopf algebra H which is finitely generated, we define the
algebraic group associated to H as the functor

Gp : {Commutative, associative algebras} —> {Groups},

A — Gu(A) = Homye(H, A),
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where G (A) is a group with the convolution product. If H is not finitely generated,
we call the same functor the proalgebraic group.

In particular, all the matrix groups SL,, GL,, etc., can have matrix coeffi-
cients in any commutative algebra A, not only C or R, and therefore are algebraic
groups. Similarly, the groups of formal series G, G, with coefficients in any
commutative algebra A, are proalgebraic groups.

II. Review of field theory

4.4 Review of classical field theory

In this section we briefly review the standard Lagrangian tools applied to fields,
and the main examples of solutions of the Euler—Lagrange equations.

4.4.1 Space-time

The space-time coordinates are points in the Minkowski space R!-3, that is, the space
endowed with the flat diagonal metric g = (1, —1, —1, —1). A transformation,
called Wick’s rotation, allows us to reformulate the problems on the Euclidean space
R*. For more generality, we then consider an Euclidean space R” of dimension D,
and we denote the space-time coordinates by x = (x#),withu =0,1,..., D — 1.

4.4.2 Classical fields

A field is a section of a bundle on a base space. If the base space is flat, as in the
case we consider here, a field is just a vector-valued function. By classical field, we
mean a real function ¢ : R? — R of class C*, with compact support and rapidly
decreasing. To be precise, we can take the function ¢ in the Schwartz space S(R?),
that is, ¢ is a C function such that all its derivatives d;,¢ converge rapidly to zero
for |x| — oc.

The observables of the system described by a field ¢, that is, the observable
quantities, are real functionals F of the field ¢, and what can be measured of these
observables are the values F(¢) € R. To determine all the observables it is enough
to know the field itself.

When the field ¢ : R? — C has complex (nonreal) values, it is called a wave
function. In this case, what can be measured is not the value ¢(x) itself, for any
x € RP, but rather the real value |¢(x)|?, which describes the probability of finding
the particle at the position x.

4.4.3 Euler-Lagrange equation

A classical field is determined as the solution of a partial differential equation,
called the field equation, which encodes its evolution. To any system is associated a
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Lagrangian density, that is, areal function £ : RP? — R, x — L(x, ¢(x), 9¢(x)),
where d¢ denotes the gradient of ¢. By Noether’s theorem, the dynamics of the
field ¢ is such that the symmetries of the field (i.e., the transformations that leave
the Lagrangian invariant) are conserved. The conservation conditions are turned
into a field equation by means of the action of the field ¢: it is the functional S of

¢ given by
6> SI1= [ dPx L0300, 00

The action S is stationary in ¢ € S(RP) if for any other function §¢ € S(R?)
we have j—tS [¢ +1t6¢];=0 = 0. Then, Hamilton’s principle of least (or stationary)
action states that a field ¢ satisfies the field equation if and only if the action § is
stationary in ¢. In terms of the Lagrangian, the field equation results in the so-called
Euler—Lagrange equation

oL 0L
[% B ; % <a(aﬂ¢)>} (. 900 =0. D

This is the equation that we need to solve to find the classical field ¢. In general,
it is a nonhomogeneous and nonlinear partial differential equation, where the

nonhomogeneous terms appear if the system is not isolated, and the nonlinear
terms appear if the field is self-interacting.
For example, a field with Lagrangian density

1 A
L(x,$,0¢) = 5 (18, 9> + m*p(x)*) — J(x)p(x) — §¢(x>3 — %d»(x)“
4.2)

is subject to the Euler—Lagrange equation
2 A 2, M 3
(A +mI)px) = J(x) + 7o) + 7o), 4.3)

where we denote A¢(x) = Zu 0,(0,¢(x)). This equation is called the Klein—
Gordon equation, because the operator —A + m? is called the Klein-Gordon
operator.

4.4.4 Free and interacting Lagrangian

A generic relativistic particle with mass m, described by a field ¢, can have a
Lagrangian density of the form

1 A
L(x, $,09) = 5 $'()A(x) = J()$(x) — 5¢<x>3 - %qb(x)“, (4.4)
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where A is a differential operator such as the Dirac operator or the Laplacian,
typically added to the operator of multiplication by the mass or its square. The term
%q&[ A¢ (quadratic in ¢) is the kinetic term. It is also called the free Lagrangian
density and denoted by L.

The field J is an external field, which may represent a source for the field ¢. If
J = 0, the system described by ¢ is isolated, that is, it is placed in the vacuum. The
term of the Lagrangian containing J (linear in ¢) is the same for any field theory.

The parameters A, u are called coupling constants, because they express the
self-interactions of the field. They are usually measurable parameters such as the
electric charge or the flavor, but can also be unphysical parameters added for
convenience. The sum of the terms which are nonquadratic in ¢ (and nonlinear) is
called interacting Lagrangian density and denoted by L.

4.4.5 Free fields

A free field, which we shall denote by ¢y, has the dynamics of a free Lagrangian
L(po) = %d)(’)Ad)o — J¢o. The Euler-Lagrange equation is easily written in the
form

Ago(x) = J(x). (4.5)

The general solution of this equation is well known to be the sum ¢§ + ¢} of the
general solution of the homogeneous equation A@; (x) = 0 and a particular solution
@4 (x) of the nonhomogeneous one. In the Minkowski space-time the function @3
is a wave (superposition of plane waves); in the Euclidean space-time the formal
solution d)g is not a Schwartz function, and we do not consider it. Therefore the
function ¢ is the convolution

Po(x) = / d”y Go(x —y) J(y),

where G(x) is the Green function of the operator A, that is, the distribution such
that AGy(x) = §(x). The physical interpretation of the convolution is that from
each point y of its support, the source J affects the field ¢ at the position x through
the action of Go(x — y), which is then regarded as the field propagator.

Forinstance, if A = —A + m? is the Klein—-Gordon operator, the Green function
Gy is the distribution defined by the Fourier transformation

dPp 1

—— ———— P, 4.6
o @)D P2 m? € (*0)

Golx —y) =
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4.4.6 Self-interacting fields

A field ¢ with Lagrangian density of the form (4.4) satisfies the Euler—Lagrange
equation

A
AP(x) = J(x)+ 5 ¢x) + % $(x)°.

This differential equation is nonlinear, and in general cannot be solved exactly. If
the coupling constants A and p are suitably small, we solve it perturbatively, that
is, we regard the interacting terms as perturbations of the free ones. In fact, the
Euler—Lagrange equation can be expressed as a recursive equation

D A 2, M 3
¢e) = | d7y Golx —y) | J(y)+ 5 &) +§¢(y) :
R !
where Gy is the Green function of A. This equation can then be solved as a formal
series in the powers of A and .

For instance, let us consider the simplest Lagrangian (4.4) with u© = 0, whose
Euler-Lagrange equation is

A
P(x) = /R ) dPy Go(x — y) [J(y) + Eqs(y)z} . 4.7

If on the right-hand side of Equation (4.7) we replace ¢(y) by its value, and we
repeat the substitutions recursively, we obtain the following perturbative solution:

P(x) = /dDy Golx = y) J(¥)

A D D D
+o [ d7ydTzd u Golx — y) Goly — 2) Goly —u) J(2) J(u)
2)‘2 D D D D D
+T d”yd"zd"ud”vd w Go(x —y) Go(y — z)
x Go(y —u) Go(z — v) Go(z — w) J(2) J(u) J(v) J(w)
)\‘3
+3 f dPy dPz dPu dPv dPw dPs dPt Go(x — y) Go(y — 2)

x Go(y —u) Go(z — v) Go(z — w) Go(u — s) Go(u — 1)
x J(z) J(u) J(v) J(w) J(s) J(t) +O0Y), (4.8)

which describes the self-interacting field in presence of an external field J.
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4.4.7 Conclusion

To summarize, a typical classical field ¢ with Lagrangian density of the form

1 A
ﬁwr=§WA¢—ﬂw¢u»—§¢@ﬁ

can be described perturbatively as a formal series

P(x) =D A" u(x)
n=0

in the powers of the coupling constant A. Each coefficient ¢, (x) is a finite sum
of integrals involving only the field propagator and the source. I describe these
coefficients in Part III, using Feynman graphs.

4.5 Review of quantum field theory

In this section we briefly review the standard tools to describe quantum fields.

4.5.1 Minkowski versus Euclidean approach

In the Minkowski space-time coordinates, the quantization procedure is the so-
called canonical quantization, based on the principle that the observables of a
quantum system are self-adjoint operators acting on a Hilbert space whose ele-
ments are the states in which the system can be found. The probability that the
measurement of an observable F yields the value carried by a state v is given by
the expectation value (v|F|v) € R. In this procedure, the quantum fields are field
operators, which must be defined together with the Hilbert space of states on which
they act.

A standard way to deal with quantum fields is to Wick-rotate the time, through
the transformation ¢ — —it, and thereby transform the Minkowski space-time into
a Euclidean space. The quantum fields are then treated as statistical fields, that is,
classical fields or wave functions ¢ which fluctuate around their expectation values.
The result is equivalent to that of the Minkowski approach, and this quantization
procedure is the so-called path integral quantization.

4.5.2 Green functions through path integrals

The first interesting expectation value is the mean value (¢(x)) of the field ¢ at the
point x. More generally, we wish to compute the Green functions (¢(x;) - - - ¢(xr)),
which represent the probability that the quantum field ¢ moves from the point x;
to xx_1, and so on, and reaches x;.
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A quantum field does not properly satisfy the principle of stationary action,
but can be interpreted as a fluctuation around the classical solution of the Euler—
Lagrange equation. On the Euclidean space, the probability of observing the quan-
—%),2 where /i = 3= is the
reduced Planck’s constant. When %2 — 0 (classical limit), we recover a maximal
probability to find the field ¢ at the minimum of the action, that is, to recover the
classical solution of the Euler-Lagrange equation. The Green functions can then
be computed as the path integrals

[do ¢(x1)--- Ppar) eSO,y
(P(x1) - p(xp)) = fd¢ e,S[¢]/h|j=0 .

This approach presents a major problem: on the infinite-dimensional set of
classical fields, which we may fix as the Schwartz space S(R”), for D > 1 there
is no measure d¢ suitable for giving a meaning to such an integral. (For D =1
the problem is solved on continuous functions by the Wiener measure.) However,
assuming that we can give a meaning to the path integrals, this formulation allows
us to recover the classical values, for instance (¢(x)) ~ ¢(x), when i — 0.

tum field at the value ¢ is proportional to exp

4.5.3 Free fields

The quantization of a classical free field ¢ is easy. In fact, the action Sy[¢g] =
% f dPx ¢o(x)Ado(x) is quadratic in ¢y and gives rise to a Gaussian measure,
exp (—S[¢ol/h)d¢y. If the field is isolated, the Green functions are then easily
computed:

¢ the mean value (¢o(x)) is zero;

¢ the two-point Green function (¢o(x)¢o(y)) coincides with the Green function Go(x — y);

¢ all the Green functions on an odd number of points are zero;

¢ the Green functions on an even number of points are products of Green functions
exhausting all the points.

If the field is not isolated, or if it is self-interacting, the computation of the Green
functions is more involved.

4.5.4 Dyson—-Schwinger equation

In general, the Green functions satisfy an integrodifferential equation which gen-
eralizes the Fuler-Lagrange equation, written in the form % = 0. To obtain
this equation, in analogy with the analysis that one would perform on a finite-

dimensional set of paths, one can proceed by introducing a generating functional

2 On the Minkowski space this value is exp (i %)
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for Green functions. The consistency of the results is considered sufficient for
accepting the meaningless intermediate steps.

To do it, let us regard the action as a function also of the classical source field
J, thatis, S[¢] = S[¢, J]. Then we define the partition function

ZlJ] = /dd) e S,

and impose the normalization condition Z[J]|;—o = 1. Itis then easy to verify that
the Green functions can be derived from the partition function, as

B~ ¥ Z[J]

(p(x1)- - p(xp)) = ZIJ1 8J(x1)-+8J(xw) | o

where 37— ( 5 is the functional derivative. The Dyson—Schwinger equation for Green

functions, then, can be deduced from a functional equation which constrains the

partition function:
88 )
[h ] Z[J]1=0.
3¢ (x)

The notation used on the left-hand side means that in the functional sgfx ] of ¢, we
replace the variable ¢ with the operator hg. Because S[¢] is a polynomial, we
obtain an operator which contains higher derivatives with respect to J, and which

can then act on Z[J].

4.5.5 Connected Green functions

If, starting from the partition function, we define the free energy
W[Jl=nhlog Z[J], thatis, Z[J]= "I

with normalization condition W[J]|;—9 = 0, we see that the Green functions are
sums of recursive terms (products of Green functions on a smaller number of
points) and additional terms which involve the derivatives of the free energy:

(p(x)) = ! _ W]
Z[J1 8J(x) "= 7 81 |,
2W[J]

(@) () = (P(x)) (p(¥)) +

h——— e
§J(x)8J(¥) ;=0

These additional terms
SKWIJ]
3J(x1) -+ 8J(xx)

Gxry oy xg) =

J=0
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are called connected Green functions, for reasons which will be clear after we
introduce the Feynman diagrams. Of course, knowing the connected Green func-
tions G(xy, ..., x¢) is enough to recover the full Green functions (¢(xy) - - - p(xz)),
through the relations

(p(x)) = G(x),
(Pp()p(y)) = G(x) G(y) +h G(x, y),
(P()P(¥)P(2)) = G(x) G(y) G(2)
+h [G(x) G(y,2) + G(y) G(x,2) + G(2) G(x, y)]
+ 1% G(x,y, 2), (4.9)
(P()P(V)P()Pu)) = G(x) G(y) G(z) G(u)
+nh [G(x) G(y) G(z, u) + terms]
e [G(x,y) G(z,u) + G(x) G(y, z, u) + terms]
+1° G(x, y,z,u),

and so on, where by “terms” we mean the same products evaluated on suitable
permutations of the points (x, y, z, u).

4.5.6 Self-interacting fields

The Dyson—Schwinger equation can be expressed in terms of the connected Green
functions. To be precise, we consider the typical quantum field with classical action

lt t A D 3
S[¢]=5¢A¢—J¢—§/d x ¢(x)7,

and we denote by Gy = A~! the resolvent of the operator A. Then, the Dyson—
Schwinger equation for the one-point Green function of a field in an external field
J is

W[ M| (SWIITY? | 82 WLJ]
@)y = 5705 —fd u Go(x — u) {J(MHE[(M(M) )+hw<u>2ﬂ'

(4.10)

If we evaluate Equation (4.10) at J =0, we obtain the Dyson—-Schwinger
equation for the one-point Green function of an isolated field:

(Pp(x)) = G(x) = %/dDu Go(x —u)[Gw)* + 1 G(u, u)]. 4.11)
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If we differentiate Equation (4.10) by %(y), and evaluate the result at J = 0, we
obtain the Dyson—Schwinger equation for the two-point connected Green function:

G(x,y) =Golx —y) + % / dPu Go(x —u)[2 Gw) G(u, y) +h Gu, u, y)],
(4.12)

which involves the three-point Green function. Repeating the differentiation, we
get the Dyson—Schwinger equation for the n-point connected Green function.

As for classical interacting fields, these equations can be solved perturbatively.
For instance, the solution of Equation (4.10), which is the mean value of a field ¢
in an external field J, is

(@), = f dPu Go(x —u)J (u)

+ % / 4Py dPz dPu Gox — y) Goly — 2) Goly — u) J(2) J(u)

2
+2%/dDydDdeudedDw Go(x —y) Go(y — 2)
X Go(y —u) Go(z —v) Go(z —w) J(2) J(u) J(v) J(w)

)‘ D
+h§ d”y Go(x —y) Go(y — y)

2
+h%/dDy dDZ dDu Go(X — y) GO(y _ Z)2 GO(Z N Lt) J(l/t))

+ 0. (4.13)

Of course, the mean value of the isolated field, which is the solution of Equa-
tion (4.11), is then obtained by setting J = 0:

A
Gx) =h3 f dPy Go(x —y) Go(y — ) + O(A%). (4.14)

4.5.7 Exercise: two-point connected Green function

Compute the first perturbative terms of the solution of Equation (4.12), which
represents the Green function G(x, y) for an isolated field (J = 0).

4.5.8 Conclusion

For a typical quantum field ¢ with classical Lagrangian density of the form

1 A
L@) =5 ¢ A — 3 P(x)’,
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¢ the full k-point Green function (¢(x;) - - - ¢(x;)) is the sum of the products of the con-
nected Green functions exhausting the k external points;
¢ the connected k-point Green function can be described perturbatively as a power series

o0
G(x1y ..., x0) = Z,\" Go(x1s s XE)
n=0

in the powers of the coupling constant A;

¢ the constant coefficient Go(x1, ..., x;) is the Green function of the free field;

¢ each higher-order coefficient G,(x, ..., xx) is a finite sum of integrals involving only
the free propagator.

I describe the sums appearing in G, (xy, ..., xi) in Part III using Feynman graphs.

III. Formal series expanded over Feynman graphs

In this part we consider a quantum field ¢ with classical Lagrangian density of the
form

1 t A 3
L(¢) = 3¢ Ap — J(x) p(x) — 3 ¢(x),

where A is a differential operator, typically the Klein—-Gordon operator. We denote
by Gy the Green function of A. We saw in Section 4.5 that the Green functions
of this field are completely determined by the connected Green functions, and
that these can only be described as formal series in the powers of the coupling
constant,

oo
G x0) = Y A" Gulxr, ..., X0).
n=0
In the next section I describe the coefficients G,(x, ..., x;) using Feynman

diagrams. I begin by describing the coefficients of the perturbative solution
¢(x) = > A" ¢,(x) for the classical field.

4.6 Interacting classical fields
4.6.1 Feynman notation
We adopt the following Feynman notation for the field ¢:
¢ field ¢p(x) = x —:

* source J(y) = —x 7V;
¢ propagator Go(x —y) =X . V.
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For each graphical object resulting this notation, we call its analytical value its
amplitude.

4.6.2 Euler-Lagrange equation

The Euler—Lagrange equation (4.7) is represented by the following diagrammatic

equation:
A
x._@:x.ﬁy+§x._<2. 4.15)

4.6.3 Perturbative expansion on trees

Inserting the value of ¥ «—¢) on the right hand-side of Equation (4.15), and repeat-
ing the insertion until all the black boxes there have disappeared, we obtain a
perturbative solution given by a formal series expanded on trees, which are graphs
without loops in the space:

A A2
X e =X e—x +§x._<:+3x

+2 % T (4.16)

The coefficient of each tree ¢ contains a factor V@, where V (¢) is the number of
internal vertices of the tree, and in its denominator the symmetry factor Sym(¢) of
the tree, that is, the number of permutations of the external crosses (the sources)
which leave the tree invariant.

If we compare the diagrammatic solution (4.16) with the explicit solution (4.8),
we can write explicitly the value ¢,(x) of each tree ¢, for instance,

= —x = qb,(x):/dDyGo(x—y)J(y),

t= —< = ¢x) = / dPy dPz dPu Go(x — y) Go(y — 2)

X Go(y —u) J(2) J(u).

Finally note that the valence of the internal vertices of the trees depends directly
on the interacting term of the Lagrangian. In the preceding example this term
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was —%¢3. If the Lagrangian contains the interacting term —%(]54, the internal
vertices of the trees turn out to have valence 4, that is, the trees are of the form

.
3!

4.6.4 Feynman rules

We can therefore conclude that the field ¢(x) =), A" ¢,(x) has perturbative
coefficients ¢,(x) given by the finite sum of the amplitudes ¢,(x) of all the trees ¢
with n internal vertices, constructed according to the following Feynman rules:

¢ consider all the trees with internal vertices of valence 3, and external vertices of valence
L;

¢ fix one external vertex called the root (therefore the trees are called rooted), and call the
other external vertices the leaves;

¢ label the root by x;

¢ label the internal vertices and the leaves by free variables y, z, u, v, .. .;

* assign a weight Go(y — z) to each edge joining the vertices y and z;

* assign a weight A to each internal vertex ;

* assign a weight J(y) to each leaf;

* to obtain ¢,(x) for a given tree ¢, multiply all the weights and integrate over the free
variables;

¢ divide by the symmetry factor Sym(#) of the tree.

4.6.5 Conclusion
A typical classical field ¢ with Lagrangian density of the form

1 A
L@) =3 ¢'Ap = J(x) $(x) — 5 P(x)’

can be described as a formal series in the coupling constant A,
o0
P(x) =D A" (),
n=0

where each coefficient ¢, (x) is a finite sum

1
Pu(x) = V;ﬂ Sym@) *)

of amplitudes W ¢:(x) associated to each tree ¢+ with n internal vertices of

valence 3. Note that, in this chapter, the amplitude of a tree is considered up to the

1
factor STTOR
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4.7 Interacting quantum fields
4.7.1 Feynman notation

We adopt the following Feynman notation:

X2

X1
* k-point full Green’s function (¢(x}) - - - ¢(xz)) = *- ;
X

X2

X1
* k-point connected Green function G(x1, ..., x;) = % ;
* source J(y) = —x V; Xk

* propagator Go(x — y) =X e V.

4.7.2 Exercise: Diagrammatic expression of the full Green functions

Using the equations (4.9), draw the diagrammatic expression of the full Green
functions in terms of the connected ones.

4.7.3 Dyson-Schwinger equations

The Dyson—Schwinger equation for the one-point connected Green function
of a field in the presence of an external field J (cf. Equation (4.10)) is the
following:

A A
_ A ~ , 4.1
x xﬂ+2x_<2+h2x_(j@ (4.17)

Note that in the limit # — 0, we recover the Euler—Lagrange equation (4.15) for
the field.

The Dyson—Schwinger equation for the one-point connected Green function of
an isolated field (cf. Eq. (4.11)) is the following:

x._@=%x._<2+h%x._®. (4.18)

For the two-point connected Green function, the Dyson—Schwinger equation is
(cf. Equation (4.12))

A
X =X.—.y )\,xi@—- h—x .
—— + v+ x —

(4.19)
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For the three-point Green function,

y
X —C y—kx + A xi@<y+h)\x._<¢< Y
z_ z 2 Z.

z
(4.20)

4.7.4 Perturbative expansion on graphs

Then the perturbative solution of the Dyson—Schwinger equation is given by a
formal series expanded in Feynman diagrams, which are graphs in the space. For
the one-point Green function, the solution of (4.17) is (J # 0)

A A
—Q = —x +§»—<§z+h§._o

)\‘3
2 A 4
+17 ._@+ oM. 4.21)

The coefficient of each graph I" contains a factor Y™, where V(I") is the number
of internal vertices of the graph, and in the denominator the symmetry factor
Sym(I") of the graph, that is, the number of permutations of the external crosses
(the sources) and of the internal edges (joined to the same internal vertices) which
leave the graph invariant, multiplied by a factor 2 for each bubble (an internal edge
connected to a single vertex).
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Of course, the solution of Equation (4.18) is (J = 0)
)\‘3

— & 2 2)‘_3 4
—@=h5 —O +h 4»—O—Q+h 4._(D+0()\).

(4.22)

For the two-point Green function, the solution of Equation (4.19) is

+n? G _%_ + O(A%) (4.23)
. . .

Note that the graphs appearing in Equations (4.21), (4.22), and (4.23) are con-
nected. This motivates the name connected Green functions.

4.7.5 Exercise: Three-point connected Green function

Write the diagrammatic expansion of the three-point connected Green function,
that is, the solution of Equation (4.20).

4.7.6 Feynman rules

We can therefore conclude that each connected Green’s function G(xy, ..., x;) =
> . A" Gu(xy, ..., x) has perturbative coefficients G, (xi, ..., x;) given by the
finite sum of the amplitudes A(I"; x1, ..., xx) of all the Feynman graphs with n
internal vertices, constructed according to the following Feynman rules (valid for
J =0):
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¢ consider all the graphs with internal vertices of valence 3, and k external vertices of
valence 1;

¢ label the external vertices by xy, ..., xx;

¢ label the internal vertices by free variables y, z, u, v, .. .;

* assign a weight Go(y — z) to each edge joining the vertices y and z;

* assign a weight A to each internal vertex ;

* assign a weight % to each loop O ;

* toobtain A(T"; xy, ... xg) for a given graph I', multiply all the weights and integrate over
the free variables;

¢ divide by the symmetry factor Sym(I") of the graph.

4.7.7 Exercise: Feynman rules in the presence of an external source

Modify the preceding Feynman rules so that they are valid when J # 0.

4.7.8 Exercise: Compute some amplitudes

Compute the amplitudes of the first Feynman graphs appearing in the expansions of
the two-point Green function (4.23), using the Feynman rules, and compare them
with the results of the exercise in Section 4.5.7.

4.7.9 Conclusion

For a typical quantum field ¢ with Lagrangian density of the form

1, PR
L(¢) = 2 ¢ AP — J(x) p(x) — 3 d(x)7,

the connected k-point Green function can be described as a formal series

o0
G(xla ...,Xk) = Z)\.nGn(X], "'vxk)v
n=0

where each coefficient G,(x, ..., x) is a finite sum
LI
Gu(x1, ..., x) = V%;n Sy AT X1, .. X%)
of amplitudes A(I"; xy, ..., x;) associated to each connected Feynman diagram I

with n internal vertices of valence 3. Note that, in this chapter, the amplitude of a
graph is considered up to the factor 2" /Sym(I").
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4.8 Field theory on the momentum space
4.8.1 Momentum coordinates

In relativistic quantum mechanics, the four-momentum p, which we call simply
the momentum here, is the conjugate variable of the four-position x, seen as an
operator of multiplication on the wave function. Therefore the momentum is the
Fourier transform of the operator of derivation by the position, and belongs to the
Fourier space RP.

To express the field theory in momentum variables, we Fourier transform all the
components of the equation of motion:

$(p) = fR i dPx ¢(x) e'P*,
T(p) = / dPx J(x) e,
RP
6\0(17) = / dPx Go(x — y) &P,
RD

for instance, for the Klein—Gordon field, a)( p) = 1/(p? + m?) is the Fourier trans-
form of the free propagator (4.6). The classical Euler—Lagrange equation (4.7) is
then transformed into

dPq ~ ~
2D ¢(q) ¢(p — q).

—~ — ~ A~
B0 = Go(p) Tp) + 5 Golp) f
The Fourier transform of the Green functions is

a(k)(ph e pr) = / del - -dek G(xi, ..., x) P = .eipk~(x1<—1—x1<)’
(RP)k

where the translation invariance of G(xy, ..., x;) implies that Zi:l,.“, «Di =0,
and the Dyson—Schwinger equations (4.11), (4.12), etc., can easily be expressed in
terms of external momenta:

dPq ~
G(2) ,
_— (@)

~ A~ dPq ~ ~ A~
M) = = M M(_ z
G (O)_zGO(O)/(zn)DG (@)G( q)+7’l2Go(0)/(2

G?(p) = Go(p) + 1 Go(p) GP(0) GP(p)

dPq ~
G(3) ) - Y, )
_— (g, p—q,—p)

A~
+h 5 Go(p)/ 2

and so on.
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4.8.2 Feynman graphs on the momentum space

The Feynman graphs in momentum variables look exactly like those in space-
time coordinates, except that the external legs are not fixed in the dotted positions
X1, ..., Xk, but have oriented edges, and in particular oriented external legs labeled
by momenta p, ..., px, where the arrows give the direction of the propagation.
The Feynman notation is as follows:

* field p(p) = =,

P2
P - D1
or k-point connected Green’s function G (py, ..., pr) = :% :
® propagator 67)( p) = ——; Dk
P

—~ P —_ o~
* source J(p) = —x (shortleglabeled by p), such that Go(p)J (p) has the same dimension
as ¢(p).

The Feynman graphs with short external legs are sometimes called truncated or
amputated. Except for these few differences, the Euler—Lagrange equation, the
Dyson—Schwinger equations, and their perturbative solutions are the same as those
already given on the space-time coordinates.

To simplify the notation, from now on we denote by G(p) the free propagator
also in the momentum space, instead of 65( p), and in general we omit the hat
symbol. Similarly, we omit the orientation of the propagators unless it is necessary.

4.8.3 One-particle irreducible graphs

The Feynman rules, which allow us to write the amplitude of a Feynman graph,
implicitly state that the amplitude of a nonconnected graph is the product of the
amplitudes of all its connected components (cf. the equations (4.9) and Section
4.7.2). If we work in the momentum space, then from the Feynman rules it also
follows that if a graph I' is the junction of two subgraphs I'; and I'; through a
simple edge, that is,

then the amplitude of I is the product of the amplitudes of the single graphs, that
is,

A5 p) = Go(p) A(T'1; p) Go(p) A(I'2; p) Go(p),

where I'| and I'; are truncated on both sides. (Note that the internal edge must have
momentum p because of the conservation of total momentum at each vertex.)
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We say that a connected Feynman graph I' is one-particle irreducible, for short
1PI, if it remains connected when we cut one of its edges. In particular, the free
propagator—— is not 1PI; therefore the 1PI graphs in the momentum space are
truncated. For instance, the graphs

o O

are 1PI, whereas the graphs

o oo L&

are not 1PL. If we denote the junction of graphs through one of their external legs
by concatenation — for instance,

pz p2
P1 D1 D2 P2 D2
<EJ<3)/ - %3 O

— then any connected graph can then be seen as the concatenation of its 1PI
components and the free propagators necessary to join them. To avoid these free
propagators popping out at any cut, we can consider graphs which are truncated
only on some of their external legs, and allow joining truncated legs with full ones,

for instance,
) 2] D2
P1 P1 P2 P2
{EEY _ {[p 2N

With this trick, any connected graph I' can be seen as the junction I' =T"; - - - Ty
of its 1PI components (modulo some free propagators).

4.8.4 Proper or 1PI Green functions

The fact that any connected Feynman graph can be reconstructed from its 1PI
components implies that the connected Green function

k v hL(F)
GOprpy= Y WD ——

AT pr,y oo, pi)s
EOk Sym(T")
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where the sum is over all connected graphs with £ external legs, can be reconstructed
from the set of proper, or 1PI, Green functions

hL(F)
G(k)(pl’--"pk): )"V(F)— A(F;pla---vpk)’
1PI E%;k Sym(F)
IPIT

where the sum is now over 1PI graphs suitably truncated. The precise relation
between connected and proper Green functions can be given easily only for the
two-point Green functions: in this case we have

-1
G®(p) = Go(p) [1 — GR(p) Go(p)] .

The general case is much more involved, and was treated recently using algebraic
tools by Mestre and Oeckl in [20].

4.8.5 Conclusion

In summary, for a typical quantum field ¢ with Lagrangian density of the form

1 A
L) =5 ¢ A = J(x) p(x) — 3 P(x)’,

the connected k-point Green function on the momentum space can be described as
a formal series

0
Gp1,....,p) = Z?»nGn(Pl, ces DI,
n=0

where each coefficient G, (py, ..., pr) is a finite sum of amplitudes associated to
each (partially amputated) connected Feynman diagram with » internal vertices of
valence 3, and the amplitude of each graph I' is the product of the amplitudes of
its 1PI components I';, that is,

7LD

Gn(P,---,P)= A(pr,»P)
1 k V(FZ)Znsym(F) 1 k

ey (0 (i)
= ——— ATy pys o P
D | i R

V(D)=n T'=I;-T,

IV. Renormalization

In Part I we computed the first terms of the perturbative solution of the classical and
the quantum interacting fields. As we saw in Part III, these terms can be regarded
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as the amplitudes of some useful combinatorial objects: the rooted trees and the
Feynman graphs. These analytic expressions, the amplitudes, are constructed as
repeated integrals of products of the field propagator G and possibly an external
field J. The field propagator G(x) is a distribution of the point x, and it is singular
inx = 0if n > 1. Then, the square Go(x)? is a continuous function for x # 0, but
it is not defined at x = 0. On the momentum space, this problem is translated into
the divergence of the integral containing powers of the free propagator.

The powers of a free propagator never occur in the amplitude of the trees labeling
the perturbative expansion of classical fields; see Equation (4.8). Similarly, they do
not occur in the classical part of the perturbative expansion of Green functions for
a quantum field (that is, in those terms which do not contain factors of 7). Instead,
such terms occur in the quantum corrections, that is, the terms which contain factors
of . For instance, the last two terms in Equation (4.13) contain Go(y — y) = G¢(0)
and the square Go(y — z)?, which is meaningless for y = z.

In this part I explain some tools developed to give a meaning to the ill-defined
terms appearing in the perturbative expansions of the Green functions. This tech-
nique is known as the theory of renormalization.

4.9 Renormalization of Feynman amplitudes

The renormalization of the ill-defined amplitudes can be done for graphs on the
momentum variables as well as on the space-time variables. On the space-time
variables, the renormalization program has been described by Epstein and Glaser
in [11], in the context of the causal perturbation theory. However, to describe
renormalization it is convenient to work on the momentum space and to consider
1PI graphs.

4.9.1 Problem of divergent integrals: ultraviolet and infrared divergences

In dimension D = 1, all the integrals appearing in the perturbative expansion of
the Green functions are convergent. For example, if we consider the Klein—Gordon
field ¢, the free propagator

dp e= P>
Gox —y)= | == ———
ox — ) A;anumz

is a continuous function. Therefore all the products of propagators are also contin-
uous functions, and the integrals are well defined.

In dimension D > 1, the free propagator Go(x — y) is a singular distribution on
the diagonal x = y, and the product with other distributions which are singular at
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the same points, such as its powers Go(x — y)™, makes no sense. For the Klein—
Gordon field, for example, this already happens in the simple loop case

=X e—( )}—,

whose amplitude
AT x, y) = /dDu dPv Go(x — u) Go(u — v)> Go(v — 2)

contains the square Go(u — v)*. To understand how the integral is affected by the
singularity, we better write the simple loop on the momentum space. The Fourier
transform of I gives the (truncated) simple loop

p : p
To compute its amplitude, we write the integrated momentum ¢ in spherical coor-
dinates, with |¢| denoting the module. Then we see that for |¢| — oo the integral
dPq 1 1
Qm)P g* +m> (p — q)* + m?

behaves roughly like

© 1 o0 1
dlgl”—7 2/ dlql ——5 -
/|q lql*  Jig g+~ P=1

‘ min ‘ min

This integral converges if and only if 4 — (D — 1) > 1, thatis, D < 4. Therefore
A(I"; x, y) diverges when the dimension of the base space is D > 4.

The divergence of an amplitude A(I"; p) which occurs when an integrated vari-
able g has modulus |g| — oo is called ultraviolet. The divergence which occurs
when |g| — |q|min is called infrared. The infrared divergences typically appear
when the mass m is zero and |q|,,» = O (for instance, for photons). In this lecture
we only deal with ultraviolet divergences.

To simplify notation, if I" is a graph with k external legs, we denote its amplitudes
AT xy, ..., xx)or A(T; py, ..., pr) simply by A(I") when the dependence on the
external parameters xi, ..., Xx Or py, ..., pi 1S not relevant.

4.9.2 Renormalized amplitudes, normalization conditions and
renormalizable theories

There is a general procedure to estimate which integrals are divergent, and then to
extract from each infinite value a finite contribution which has a physical meaning.
This program is called the renormalization of the amplitude of Feynman graphs.
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Given a graph I with divergent amplitude A(I"), the aim of the renormalization
program is to find a finite contribution A™"(I"), called the renormalized ampli-
tude, which satisfies some physical requirements. In contrast to the renormalized
amplitude, the original divergent amplitude is often called bare or nude.

The physical conditions required, called normalization conditions, are those
which guarantee that the connected Green function and its derivatives have a
precise value at a given point. The theory is called renormalizable if the number
of conditions that we have to impose to determine the amplitude of all Feynman
graphs is finite. For instance, the ¢° theory is renormalizable in dimension D < 6.

4.9.3 Power counting: classification of one loop divergences

The superficial degree of divergence of a 1PI graph I' measures the degree of
singularity w(I") of the integral in A(I") with respect to the integrated variables
qi, 42, - . .. By definition, w(I") is the integer such that, under the transformation of
momentum ¢g; — tg;, with t € R, the amplitude is transformed as

A(T) — T AD).

The superficial degree of divergence detects the real divergence only for diagrams
with one single loop: in this case A(I") converges if and only if w(I") is negative.
The divergences for single-loop graphs are then classified according to w(I"):

* A graph I" has a logarithmic divergence if w(I") = 0.
* It has a polynomial divergence of degree o(I") if w(I") > 0. In particular, the divergence
is linear if w(I') = 1, it is quadratic if w(I") = 2, and so on.

If instead the graph contains many loops, it can have a negative value of w(I")
and at the same time contain some divergent subgraphs. Therefore w(I") cannot be
used to estimate the real (not superficial) divergence of a graph I' with many loops.
In this case, we first need to compute w(y) for each single 1PI subgraph y of I,
starting from the subgraphs with a simple loop and proceeding by enlarging the
subgraphs until we reach I itself. This recursive procedure on the subgraphs will
be discussed in detail for the renormalization of a graph with many loops.

The superficial degree of divergence can easily be computed knowing only the
combinatorial data of each graph. If we denote by

¢ [ the number of internal edges of a given graph,

¢ E the number of external edges,

* V the number of vertices, and

e L the number of loops (L = I — V + 1 because of conservation of momentum at each
vertex),
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then for the Klein—Gordon field we have
o) =DL-21=D+D-2)I-DYV, (4.24)
where D is the dimension of the base space. In fact, the transformation ¢ — tg
gives
d® q p d°q
% s
(2m)P (2m)P
1 2 1
q* +m? q*+m?

therefore, to compute w(I") we have to add a term D for each loop, and a term —2
for each internal edge.
In particular, for the ¢° theory (the field ¢ with interacting Lagrangian propor-
tional to ¢>), we have an additional relation 3V = E + 21, and therefore
D—-6 D -2

MN=D4+——V—-—"E.
o(l") + 3 3

4.9.4 Regularization: yes or no?

Let I' be a divergent graph, that is, assume that the amplitude A(I") presents an
ultraviolet divergence. In order to extract the renormalized amplitude A™"(I"), we
cannot work directly with A(I"), which is infinite. Instead, there are the following
two main possibilities.

4.9.4.1 Regularization

We can modify A(I") to a new integral A,(I"), called the regularized amplitude, by
introducing a regularization parameter p such that

¢ A,(I") converges,
¢ A,(I") reproduces the divergence of A(I") in a certain limit p — py.

The regularized amplitude A,(I") is then a well-defined function of the external
momenta with values which depend on the parameter p. Let us denote by R, the
ring of such values. Then we can modify the function A,(I") to a new function
A:f”(F) such that the limit

A™') = lim A%"(T")
P> Po

is finite and compatible with the normalization conditions.
Because we are dealing here with ultraviolet divergences, it suffices to choose
as regularization parameter a cutoff A € Rt which bounds the integrated variables
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by above. If we denote by I(I"; g1, . . ., q¢) the integrand of A(I"), that is

_[(d%a  d%q
A = [ S8 S i,

the regularized amplitude can be chosen as

d® q dP q
A(F)=/ IT;q1,....q0),
* ai=a @DP T @2m)P b

which reproduces the divergence of A(I") for A — oo. Alternatively, the regular-
ized amplitude A (I") can also be described as

A(F)—/qu1 I de gl g 1T )

A — (27-[)D (27T)D Xallqgils ---519¢ sq1s - -54¢),

where xa(|q1l, .., |q¢]) is the step function with value 1 for |qi], ..., |g/ < A
and value O for |q1], ..., |g¢] > A.

Besides the cutoff, there exist other possible regularizations. One of the most
frequently used is the dimensional regularization, which modifies the real dimen-
sion D by a complex parameter ¢ such that A.(I") reproduces the divergence of
A(T") for ¢ — 0. Because this regularization demands many explanations, and we
are not going to use it here, I omit the details, which can be found in [23] or [18].

4.9.4.2 Integrand functions
The integrand I(I'; qy, . .., q¢) of A(I") is a well-defined (rational) function of the

variables ¢y, . . ., ;. Therefore we can work directly with the integrand in order to
modify it into a new function I""(I"; q1, . . . , q¢), called the renormalized integrand,
such that
ren dD q1 dD qe ren
A™(T) = I'*(Usqu, .., qe)

Q)P (2m)P

is finite. This method was used by Bogoliubov in his first formulation of the
renormalization, and by Zimmermann in the final proof of the so-called BPHZ
formula (cf. Section 4.9.9). Its main advantage is that it is independent of the
choice of a regularization. For these reasons we adopt it here.

4.9.5 Renormalization of a simple loop: Bogoliubov’s subtraction scheme

Let I" be a 1PI graph with one loop and superficial degree of divergence w(I") > 0.
We assume that I has k external legs with external momentum p = (py, ..., pr);
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then the bare amplitude of the graph is

dD
acip = [ S 1Tipi)

Let 7™ denote the operator which computes the Taylor expansion in the external
momentum variables p around the point p = 0, up to the degree w(I"). Then
Bogoliubov and Parasiuk proved in [1,21] (see also [2]) that the integral

ren qu o)
A (F;P)=/W(1(F;p;q)—T [I(T;p:¢)])

is finite. Changing the value p = 0 to another value p = py amounts to changing
A™"(I") by a finite amount. Possibly, the parameter py can then be chosen according
to the normalization conditions.

4.9.6 Local counterterms

If we fix some regularization p, the renormalized (finite) amplitude can be expressed
as a sum

AX(T;p) = A,(T;p) — T*V[A,(T;p)], (4.25)

where the removed divergence is contained in a polynomial of the external momenta
ps

__ 7o) . —— - — " g
T [Ap(F,p)] = f(zﬂ)D Ip(r)‘p:() %: pi ./(277)1) ap} lp=0

1 dPq 3°1,(T)

—EZpﬁ‘p;/(sza o

i,j Pi oP;
u,v

p=0

In matrix notation, with p = (p1, ..., px), we can write
—TO[A,T;p)] = C{I) + C{T) p+ - + Copy (D) p°,

where the coefficients
1 dPq
cC’"Y=—— | —— 0" I,(T 4.26
£(r) r!f(zn)p AL (4.26)

are called the counterterms of the graph I'. If w(I") = 0, we denote by C(I") the
unique counterterm in degree 0.

The counterterms are usually directly related to the normalization conditions;
therefore, having a finite number of counterterms is equivalent to the renormaliz-
ability of the theory.
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From now on, any time we mention the counterterms, we assume that a regular-
ization has been fixed a priori, and we omit the regularization parameter p in the
notation.

4.9.7 Examples: renormalization of a simple loop

4.9.7.1
Let us consider the graph I = f@ﬁ ,in dimension D = 4. Its amplitude (which

we assume regularized) is
d*q 1 1
Qm)* g* +m?(p —q)* + m?

AT p) =

Because £ = 2and V = 2, we have w(I") = 0; therefore the graph I" has a logarith-
mic divergence. According to the subtraction scheme, its renormalized amplitude
is A™(I"; p) = A(T'; p) + C(I"), where the counterterm is

cwy=- | AR i B
B Q) p=0 Qm)* (g% +m?)?’
The integral A™"(I"; p) is indeed finite, because
1 2pq — p°

= I(F)‘p=0 T (@ m(p— g +m?

behaves like 1/|g|° for |g| — oo, and therefore A™(T; p) = [(d*q/Q2n)")
(I(T") — I(I")| )=o) behaves like

/O" d4|q|wf°° dlq| _[ 1]“ 1
|q‘min |q|5 B |q‘mirl |q|5_3 |q| |q|min |q|min.

4.9.7.2

Let us consider the same graph I = EOE , but in dimension D = 6. Its ampli-
tude is
TSN N E—
=) Gl g rmE(p— g A mE
Because £ = 2and V = 2, we have w(I") = 2; therefore the graph I" has a quadratic
divergence. Then A™(T"; p) = A(T'; p) — T?[A(T'; p)] with

—T*[A(T; p)] = Co(T) + p C1(T) + p* Co(D),
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and the local counterterms of I" are

Cor) — d®q 1
ol )‘_/@n)ﬁ @+ m27

d®q 2q . .
ciI)=- =0 (because the integrand is odd),
@2m)° (q* +m?)}
d® 3> —m?
omy=- [ S

(2m)° (g% +m>)*
Because the function

4p3q3 _3p4q2 _4m2p3q+m2p4

— 2 ==
() = T[1()] (> +m>(p — q)* + m?]

1'©=1/|q|” for |g| — oo, its integral A”"(T"; p)

/"" d6|q|~/°° dlq| _[ 1]"" 1
‘qlmin |q|7 N ‘qlmm |q|7_5 |q| ‘qlm[n |Q|mm’

and therefore it converges.

has leading term of order |g|3/|q
behaves like

Exercise Check that the counterterm Cy(I") alone is not sufficient to make the
amplitude converge.

4.9.7.3
P2
Let us consider the graph I = p, ,,C)i in dimension D = 6. Its amplitude is
P1— D2
d®q 1 1 1

AT p1, = .

TopeP)= | Gy Erm @+ P+ m @ — pttm?
Because £ =3 and V = 3, we have o(I") = 0; therefore, I" has a logarithmic
divergence. Then the renormalized amplitude is A™*(T"; p1, p2) = A(L'; p1, p2) +
C(TI"), where the counterterm is

B d°q : _ d% !
cI) = —/ 2y I(T% 1, pz,q))pl:o = —/ Q)6 (g2 +m23"
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In fact, the function

1 1 1
=0 q*+m? ([(q—p1)2+m2] [(g+p2)P+m?] (q2+m2)2)
_ 20p1 — p)g> + -
(> +m?)3 [(g — p1)* + m?] [(q + p2)?* + m?]

I(T) — I(T)

has leading term |¢|*/|q|'® = 1/|q|”, and therefore its integral in dimension 6
converges, as in the preceding example.

4.9.8 Divergent subgraphs

The subtraction scheme employed for graphs with one loop does not work for
graphs with many loops, because of the possible presence of divergent subgraphs.
For instance, consider the graph

- ®

indimension D = 4. Because £ = 2 and V = 6, the graph has negative superficial
degree of divergence, w(I") = —4. According to the subtraction scheme, it should
therefore have a zero counterterm C(I'). However, the graph I'" contains the 1PI
subgraph y = (), which has w(y) = 0 in dimension D = 4 (as we computed
in the first example of Section 4.9.7). Because y diverges, the graph I diverges
too, even if w(I") is strictly negative.

4.9.9 Renormalization of many loops: BPHZ algorithm

Let I be a 1PI graph with many loops and superficial degree of divergence w(I") >
0, and/or containing some divergent subgraphs. Let A(I") be its amplitude (we omit
the external momenta p), and /(") or I(T"; q) its integrand, where q = (g1, ..., g¢)
are the integrated momenta and £ is the number of loops of I".

Then, the BPHZ formula states that the renormalized (that is, finite) amplitude
of I is given by

ren . ab q1 aP qe prep . ()| yprep .
A (F)_f(zn)D'”(zn)D (1 Ciq)— T [1 (F,q)]), (4.27)

where [P™P(I") denotes a prepared term where all the divergent subgraphs have
been renormalized. The prepared term is defined recursively on the 1PI divergent



Renormalization Hopf algebras and combinatorial groups 203

subgraphs of I" by the formula

1T q)

P q) = I(T; q) + Z l_[ (—Tw()/i)[]pwp()/i; (Ii)]) m,

Vi

where the sum is over all 1PI divergent proper subgraphs y; of I' (that is, the
subgraphs different from I' itself) such that y; Ny; = (that is, they are dis-
joint). The proof was first partially given by Bogoliubov and Parasiuk in 1957 [1],
then improved by Hepp in 1966 [15], and finally established in 1969 by Zimmer-
mann [26], who gave a nonrecursive formulation in terms of forests of divergent
subgraphs.

The formula (4.27) is usually expressed in a more uniform way. Assume
that in the quotient I(I";q)/[; 1(yi; q;) there remain the first £’ momenta q' =
(91, - - -, qu) appearing explicitly. If we set

IT/{yi)q) = 1T/ [ [ iz a0)

and we integrate over the momenta q’, we define a new graph I'/{y;} through its
amplitude

d?q  dPqv

a0 amp [Tk

AT /{yih) =

This graph can be defined graphically by squeezing each vertex subgraph y; of " to
the corresponding usual vertex point, and each propagator subgraph y; (with two
external legs) to a new kind of vertex point

+

which separates two distinguished free propagators (and therefore it is not consid-
ered to be 1PI). Then the prepared term can be written

P = 1@+ O[] (-7 [P wsa]) 10/0a), @28)
Vi i
and the integrand of the renormalized amplitude can be given in a recursive manner,

) = 1)+ Y [1_[ (= an)) 1(F/{m})} - 7O ).
Vi

i

(4.29)
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4.9.10 Recursive definition of the counterterms

The definition of the counterterms given for one-loop graphs by (4.26) can then be
naturally extended to graphs with many loops by applying the Taylor expansion
to the prepared integrand /7"7(I") instead of the bare integrand I(I"), that is, by
considering

dD
- [f # ”’”’(I‘;q)] = Co(I) + C1(T) p + -+ + Corry(T) P,

where we symbolically denote by d” q/(27)” the full expression

d? g, dPq
Q2m)P Q2m)P”

To express the counterterms C,(I') in a recursive way, we must separate the
integrals of each component appearing in the prepared term /7"?(I"). Consider the
complete integral

dP q dP q
——"Pq) = | ——— (T
/ anp Y / amp 'Y
+ 211 / T (o [oysa)]) 1.
emP J @2m)P
If we denote by p; the external momenta of the subgraph y;, we have

b (o)

= Co(yi) + C1(%) Pi + - - + Coyy(v) P,

Of course the momenta p; are integrated over (', because they are internal in T.
To separate the integrals, it suffices to modify the amplitude of the graph I'/{y;}
by multiplying it by each remaining momentum p/. In practice, it suffices to
label each new crossed vertex obtained by squeezing y; with a label (r), with
r=0,1,..., (), and to define its amplitude by

dP q
A/t = [ 525 T1 v 10/ (4.30)

Finally, if we label each scratched subgraph y; with the same label () used in
its associated crossed vertex, and we define its counterterm by

CWiey) = C(vi), (4.31)
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we can describe the counterterms in a recursive way as

o(y;)

1
CT) === 3| AT+ Y 1122 Ctigy) AT /tvighip)
Yi i ri=0
(4.32)

The labels (r) are useful only for graphs with positive superficial degree of diver-
gence. If w(I") = 0, the subscript (0) is systematically omitted.
As a consequence, the extension of (4.25) to graphs with many loops is given by

o(y;)

A(Tip) = AP + Y [ D] Cigy) AT/ (g )i P)
Vi i r;=0
+C(T) + -+ P C([Cory)- (4.33)

4.9.11 Examples: renormalization of many loops

4.9.11.1
q 2 __ p

Let us consider the graph I' = p,; in dimension D = 6. Its
amplitude is pP1L— P2

d®q, d°q, 1 1 1

Als pr, p2) = c R T ——
2r)° 2r)° g7 +m* (p1 —q1)*+m* (1 —q2)* +m
1 1 1

X .
g3 +m? (p1 — q2)* +m? (g2 — p2)* + m?

Because £ = 3 and V = 5, we have o(I") = 0; therefore the graph I" has a loga-
rithmic superficial divergence. Besides this, the graph I" has two 1PI subgraphs:

* the graph y = p, _,<]': 0 has a logarithmic divergence;
q1 ) 2)
¢ the graph y' = j:( has £ =4 and V = 4, and therefore w(y’) = —2: it
converges.

In conclusion, I' has one divergent 1PI subgraph, y. According to the BPHZ
formula (4.28), the prepared amplitude of I is

PP(Ts pr. paiqrg2) = I(D) = TU ()] T/ y),
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where for the graph y we have

1
~T°LUW)] = —1(y; p1, g2 ( =———,
[(y)] (Vs P12, 91) o @t m
q92 P2
and for the graph I'/y = p,; < we have
1 1 1

IT/y;pi1, p2iqr) = .
@ +m? (pr— @)?+m? (g — p2)? +m?

Therefore
d® g d° q»
(2m)8 (2m)°

AP pr, po) = / (I(F) —1(y) . I(F/V)> .

P1,42=

and the overall counterterm C(I') = —TO[AW” (T; p1, pz):| of I' is then

d® g, d° 1 1 1
C(T) = q1 q2 (

) emp ) \(g2+m2? (g1 — ¢2)* +m? (g2 + m?)?

1 1
(@ m (@ + m2)3> '

4.9.11.2

Let us consider the graph I' = p -@» p indimension D = 6. The integrand
of its amplitude is

1 1 1
(g7 +m2)? g5 +m? (q1 — q2)* + m?
1 1 1
X .
(p—q?+m2)? a5 +m?> (p—q1—qz)* +m?

I(T;piq1, 92, q3) =

Because £ = 2and V = 6, we have (") = 2; therefore the graph I" has a quadratic
superficial divergence. Moreover, the graph I has two 1PI subgraphs, y; = y» =
—(~ which have a quadratic divergence. Let us compute the counterterms of I'
using the BPHZ formula. We have

) = 1) =T T/ y)+ LTy + T T /)

where

L/yi = @ /y, = @ and I'/y1y2 = ~<:>—
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Because the graphs y; and y, give the same contribution when integrated, we can
call them both y and sum them. The counterterms C(I'()) = —%85 |p:0 [APrer(T)],
for r = 0, 2, are then given explicitly as follows:

1 r
CTen==71%],,

[ AMD) +2C(r0) AT /70) + 2C(r2) AT/ v)

+ C(v0)* AT/ (0)?) + 2C (o) C(vay) AT /v V)

+ C(yp) A(F/(V(z))z)]-

4.10 Dyson’s renormalization formulas for Green functions

As I mentioned in Section 4.5, the aim of quantum field theory is to compute the full
Green functions (¢(x;) - - - ¢(xx)). To do this, we need to compute the connected
Green functions G(x1, ..., x;), which can only be found perturbatively, as formal
series in the powers of the coupling constant A. In Part III, I showed that the
coefficients of these series can be labeled by suitable Feynman graphs. Therefore
the connected Green functions can be written as

G(xy, . .. xk)_z Z

V()=n

LI

ym(I")

AT x1, 00, X)),

where the sum is over all the connected Feynman graphs with k external legs. In
Section 4.9, then, I pointed out the problem of divergences, which affects some
graphs with loops, and showed how to extract a finite contribution for each graph,
the renormalized amplitude. Summing all the renormalized amplitudes, we obtain
the renormalized connected Green functions

fL(ID)

G (x, . .. xk)_z > Sy AT X1, - X0,

n=0 V()=n

and finally the searched renormalized full Green functions (¢ (x1) - - - §(xx))™"

In this section, we discuss the direct way from the bare Green functions
G(x1, ..., xx) to the renormalized ones, G™"(x, ..., x;), without making use of
Feynman graphs.

4.10.1 Bare and renormalized Lagrangian

From the BPHZ formula (4.33), it is clear that the passage from the bare to
the renormalized amplitudes amounts to adding many terms which contain the
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counterterms of the divergent subgraphs,
A™"(T) = A(T") + terms.

Inserting these terms in the connected Green functions, then, amounts to adding a
series in A,

G (x1,...,x;0) = G(xq, ..., xx; L) + series()).

Because the connected Green functions are completely determined from the
Lagrangian £(¢) as we saw in Section 4.5, the new terms added to G(x, . .., xx; A)
must correspond to new terms added to L(¢):

LD, 1) = L(§, 1) + AL(S. 1).

This Lagrangian is called renormalized, in contrast with the original Lagrangian
L(p, )), called bare.

Let us stress that, besides its name, the renormalized Lagrangian has no par-
ticular physical meaning: it is only a formal Lagrangian which gives rise to the
renormalized (hence physically meaningful) Green functions, through the standard
procedure described in Section 4.5.

The number of terms appearing in A L(¢) tells us if the theory is renormalizable
or not: the theory is not renormalizable if the number of terms to be added is
infinite.

4.10.2 Renormalization factors

If the theory is renormalizable, then AL(¢) contains exactly one term proportional
to each term of L(¢). The factors appearing in each term of the renormalized
Lagrangian are called renormalization factors.

To be precise, let us consider again the interacting Klein—Gordon Lagrangian

1 ,  m’ 2 A 3
L(p,m,A) = EIBM(X)I + 7¢(X) - §¢(X) ,
as a function of the field ¢ and of the physical parameters m (the mass) and A (the

coupling constant). Then the terms added by the renormalization can be organized
as follows:

1 ) m? , A 3
AL(p,m, ) = EAk()»)IEJM(X)I + TAm(/\)qﬁ(JC) - ;AA(KW(X) ,
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where Ay, A, and A, are series in A containing the counterterms of all Feynman
graphs. Hence the renormalized Lagrangian is of the form

2
0 = L4 AL = L0900 + 290 - i,¢<x>3
+ AL BI0OF + 8, = Ay g0
1
= 1 2,0 000 + 1 2,0 667 — 2 218 90

where Z3(A) =1+ Ar(A), Z,,(M) =1+ A, () and Z;(X) =1 4+ Ay(X) are the
renormalization factors.

The renormalization factors are completely determined by the counterterms of
the divergent graphs. For the ¢* theory in dimension D = 6, for instance, a graph
I' with £ = 2 is quadratically divergent (as we saw in the example of Section
4.9.7.2), and its counterterms are of the form Cy(I') + p?> C»(I"). According to
our previous notation, and up to the scalar factor m?, this can also be written as
m? C(I (o)) + p*> C(I'2)). Instead, a graph " with E = 3 is logarithmically divergent
(as we saw in the example of Section 4.9.7.3) and has a single counterterm C(I").
It turns out that in this case the renormalization factors are organized as follows:

c(r
Zy=1- Y Qo) v,

E()=2 Sym(I')
c(r
Za)=1-Y S(—“il)w”, (4.34)
ey Sym()
D) v
AZi(A)=A A .
1(A) + Z Sym(F)
E(I)=3

4.10.3 Bare and effective parameters
If we define ¢, = Z3 (A)%¢, then we have

1 2
L pom. 2) = 3 (o) + ’% Zn(A) Z3(0) " p(x)?

Y IR
3 Zi(A) Z(A) 2 ¢u(x),
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and if we set also

my =m Z,(\)2 Z3(A) "2, (4.35)
A=A Z1(A) Z3(0) 72, (4.36)
we finally obtain
L, m, 1) = |3u¢b(X)| + mb dp(x)* — = ¢b(x)3 L(Pp, mp, Ap).
(4.37)

In other words, the formal Lagrangian in ¢», m, A which produces the “real” (renor-
malized) Green functions, is exactly the original Lagrangian, but on “unreal” values
of the field (¢;), of the mass (m,,), and of the coupling constant (1;). By definition,
the parameters ¢y, mp, A, are formal series in A with coefficients given by the
counterterms of the graphs. The are called bare, in contrast with the physical ones,
¢, m, A, which are called effective because they are the measured ones.

4.10.4 Dyson’s formulas

According to Equation (4.37), the renormalized Lagrangian in the effective param-
eters, L (¢, m, L), is equal to the bare Lagrangian in the bare parameters,
L(¢pp, mp, Ap). Therefore, the renormalized Green functions in the effective param-

eters, G (xy, . .., xx; m, ), must be related to the bare Green functions in the bare

parameters, G(xy, ..., Xx; mp, Ap). This relation is given by the following formula:
_k

G (p1,...,pesm, A) = Z3*(A) G(p1, ..., primp, Ap), (4.38)

where mj, = my(m, 1) and A, = Ap(X) are the formal series in the powers of A
given by Equations (4.35) and (4.36).

In this part of the chapter, this equality is called Dyson’s formula, because it was
firstly introduced by F. Dyson for quantum electrodynamics in 1949 [9].

4.10.5 Renormalization and semidirect product of series

Dyson’s formula (4.38), together with the formulas (4.35) and (4.36), answers the
question posed at the beginning of this section. Combining all of them, in fact,
we get the explicit expression of the renormalized Green functions from the bare
ones, by means of a product and a substitution of suitable formal series in A. The
transformation from bare to renormalized Green functions is a semidirect product
law.



Renormalization Hopf algebras and combinatorial groups 211

To show this, let us rewrite Dyson’s formula by expressing only the dependence
of the formal series on the parameters m and A:

G™'(m, 1) = Zg_%()\) G(mp(m, A), Ap(2)). (4.39)
In this formula, the quantities
G™(m, 1) = Gy + O(L),
G(myp, Ap) = Go + O(4p),

Z70) = (1+00) " = 1+00)

are invertible series in A (with respect to the multiplication; cf. Section 4.2.8), and
the two bare parameters

my, =m—+ O()\,),
o = A+ OO2)

are formal diffeomorphisms in A (with respect to the substitution or composition;
cf. Section 4.2.9). Therefore Equation (4.39) tells us that the renormalized Green
function can be found as a semidirect product of suitable series in A.

The relationship between the renormalization of the Green functions and the
renormalization of each single graph appearing in the perturbative expansions is
the main topic of these lectures. It is described in detail in the next section.

V. Hopf algebra of Feynman graphs and combinatorial
groups of renormalization

In Part I, I described the Hopf algebra canonically associated to an algebraic or
to a proalgebraic group, and gave some examples, for the most common groups.
In this part, we start from a Hopf algebra on graphs related to the renormalization,
and discuss the physical meaning of its associated proalgebraic group.

4.11 Connes—Kreimer Hopf algebra of Feynman graphs
and diffeographisms

In the context of renormalization, a Hopf algebra is suitable to describe the
combinatorics of the BPHZ formula, and can be given for any quantum field theory
which is renormalizable by local counterterms. Its aim is precisely to describe the
recursive definition of the counterterms.

Following the works [7, 8] of Connes and Kreimer, we choose as a toy model
the ¢3 theory in dimension D = 6, for a scalar field ¢. In this theory the superficial
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divergent graphs are those with a number of exterior legs £ < 3. Among these, the
tadpole graphs, which have E = 1, are not considered, because we assume that the
one-point Green function (¢ (x)) vanishes.

4.11.1 Graded algebra of Feynman graphs

Let HK be the polynomial algebra over C generated by the Feynman graphs
which describe the local counterterms of the ¢ theory. These are the 1PI graphs
with two or three external legs, constructed on three types of vertices:

0) 2)

<. ,

The free commutative multiplication between graphs is denoted by the concatena-
tion, and the formal unit is denoted by 1.

On the algebra H X we consider the grading induced by the number L of loops
of the Feynman graphs: the degree of a monomial T'; - -- I’y in H°K is given by
L(T1)+ ---+4 L(I'y). Then in degree O we have only the scalars (multiples of the
unit 1), and therefore HX is a connected graded algebra. In degree 1 we have
only linear combinations of the one-loop graphs - and —<]:, possibly
containing some crossed vertices. In degree 2 we have linear combinations of
products of two one-loop graphs and graphs with two loops, and so on for all higher
degrees.

The number of non-crossed vertices V of Feynman graphs can be used as an
alternative grading of HK. Note, however, that it is not equivalent to the grading
by L. In fact, according to Section 4.9.3, if E is the number of external legs of a
¢* graph in D = 6, then the number of its vertices is V = 2L + E — 2. Then, at
a given degree L by loops, the degree by vertices is V = 2L for graphs with two
external legs, and V = 2L 4 1 for graphs with three external legs. Therefore the
grading induced by V is finer then that induced by L.

4.11.2 Hopf algebra of Feynman graphs

On the graded algebra HK we consider the coproduct A : HK — HK @ 1K
defined as the multiplicative and unital map given on a generator I" by

AD)=T@1+1®T+> T/} ® [ [ Vie (4.40)
Vi ti i

where the sum is over every possible choice of 1PI proper and disjoint divergent
subgraphs y; of I', and r; =0, ..., w(y;). The notation used here was fixed in
Section 4.9:
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* The term I'/{y;,,} is the graph obtained from I" by replacing each subgraph y; having
(ri)
two external legs with a labeled crossed vertex ———¢&——, and each subgraph y;
having three external legs with a vertex graphs
* Each graph y;,,, means in fact the graph y; with a prescribed counterterm map given as
the partial derivative of order r; (evaluated at zero external momenta).
* Theterm [[; ¥i,, is a monomial in HCK, that is, a free product of graphs.

On HK we also consider the counit & : H*® — C defined as the multiplicative
and unital map which annihilates the generators, that is, such that ¢(1) = 1 and
(') =0.

The coproduct and the counit so defined are graded algebra maps. Because the
algebra HX is connected, we can use the five-term equality of Section 4.1.4 to
recursively define the antipode S : HX — HCK. Explicitly, it is the multiplicative
and unital map defined on the generators as

SOy = =T =Y T/{yigy} [ [SWicy)-

VisTi i

In [7], Connes and Kreimer showed that H®X is a commutative and connected
graded Hopf algebra, that is, the coproduct, the counit and the antipode satisfy all
the compatibility properties listed in Section 4.1.

4.11.3 Group of diffeographisms and renormalization

The Hopf algebra HX is commutative, but of course it is not finitely generated.
Then, according to Section 4.3.6, HK defines a proalgebraic group: for any asso-
ciative and commutative algebra A, the set GK(A) of A-valued characters on HK
is a group with the convolution product o * B = m4 o (¢ @ ) o A.

Connes and Kreimer showed in [7] that if 4, is the algebra of regularized
amplitudes for the ¢* theory in dimension D = 6, then the BPHZ renormalization
recursion takes place in the so-called diffeographisms group

GK(A,) = Homu (H K, A)). (4.41)

More precisely, this means that the bare amplitude map A, the regularized amplitude
map A" and the counterterm map C are characters H® — A, and moreover
that the BPHZ renormalization formula (4.33) is equivalent to

A" = AxC. (4.42)
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In fact, for a given 1PI ¢* graph I', Equation (4.42) means that

(A% CO)I) = AD)C() + AMCT) + Y AT/ i) [] €y

VisTi i

— Aren(l—w).

Then, comparing the BPHZ formula (4.33) with the expression (4.40) for the
coproduct in HCK, we see that Equation (4.42) is trivially verified provided
that the counterterm map C is indeed an algebra homomorphism, and therefore
Cly1---ys) = C(y1) - C(ys). This fact is due to a peculiar property of the trun-
cated Taylor operator 7®") which appears in the counterterm of any graph I.
Namely, if we denote by T the truncated Taylor expansion, then for any functions
f and g of the external momenta we have

Tifgl+ TIf1TIgl = T[Tf1g + fTlgl]-

An operator having this property is called a Rota—Baxter operator. The relationship
between Rota—Baxter operators and renormalization has been extensively investi-
gated by K. Ebrahimi-Fard and L. Guo; see for instance [10].

4.11.4 Diffeographisms and diffeomorphisms

In [8], Connes and Kreimer showed that the renormalization of the coupling
constant — that is, the formula (4.36),

MM =X Z1(1) Z3()7:

—defines an inclusion of the coordinate ring of the group of formal diffeomorphisms
into the Hopf algebra HX.

Let us denote by 1% the complex coordinate ring of the proalgebraic group G%*
of formal diffeomorphisms in one variable, as illustrated in Section 4.2.9. Recall
that H4" = C[x,, x,, .. .]is an infinitely generated commutative Hopf algebra with
coproduct

n—1

Axp=x,014+1Qx, + E Xm @ E XpgXp, <+ Xp,
m=1 potpit-tpp=n—m
P0s-es P20

and counit &(x,) = 0. Then, the inclusion H%Yf < HK is defined as follows:
consider the expansion (4.34) of the renormalization factors in terms of the
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counterterms of the divergent graphs, namely

C(T)) 5 V(D)

Zn=1+ Y Symy ~

E(N)=3

c(r
Z=1- Y —s( (ZF)) AL
e Sym(T)

and assign to a generator x,, of " the combination of Feynman graphs appearing
in the coefficient of A"*! in the series A, = A Z;(}) Z3(k)*%. In [8], Connes
and Kreimer proved that this map preserves the coproduct, and therefore it is a
morphism of Hopf algebras.

4.11.5 Diffeographisms as generalized series

Connes and Kreimer’s result summarized in the preceding subsection means in
particular that the group of diffeographisms G¥(A,) is projected onto the group
of formal diffeomorphisms G4 (A ») inone variable, with coefficients in the algebra
of regularized amplitudes. In this context, formal diffeomorphisms are formal series
in the powers of the coupling constant A, that is, series of the form

o)=Y fuart,

n=0

endowed with the composition law.
A useful way to understand the map GX(A4,) — G%f(A,) is to represent the
diffeographisms as a generalization of usual series of the form

fOy =Y fral, (4.43)
r

where the sum is over suitable Feynman diagrams I', the coefficients f- are taken
in the algebra A,, and the powers A" are not monomials in a possibly complex
variable A, but just formal symbols. The projection 7 : G(A,) — GYf(A4,) is
simply the dual map of the inclusion H%4f — H®K, and sends a diffeographism
of the form (4.43) into the formal diffeomorphism

o]

a(H =Y Do ]t (4.44)

n=0 \V(I')=n+1

In other words, the projection is induced on the series by the map which sends a
graph I" to the number V(I") of its internal vertices.
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Series of the form (4.43) are unreal, and of course have no physical meaning.
Instead, their images (4.44) are usual series, and have a physical meaning in the
context of perturbative quantum field theory: the coupling constants are exactly
series of this form, summed over suitable sets of Feynman diagrams. Moreover,
the Green functions and the renormalization factors are series of this form up to
a constant term which makes them invertible series instead of formal diffeomor-
phisms. In conclusion, the meaning of Connes and Kreimer’s results is that the
renormalization procedure takes place in the group G¥(A,), even if the physical
results are read in the group GUf(A,).

4.11.6 Diffeographisms and Dyson’s formulas

According to Section 4.10, the result of renormalization is described by Dyson’s
formulas (4.38) directly on usual series in the powers of the coupling constant .
As we noted, this happens in the semidirect product Gdif(Ap) X Gi“"(.Ap) of the
groups of formal diffeomorphisms with that of invertible series.

However, these formulas require knowledge of the renormalization factors.
According to (4.34), these are known through the computations of the counterterms
of all Feynman graphs. In other words, the physical results given by Dyson’s for-
mulas seem to be the projection of computations which take place in the semidirect
product GK(A,) x G™ . (A,), where GFX(A,) is the diffeographism group dual

raphs

to the Connes—Kreimei ﬁopf algebra, and Gg}‘(’whs(Ap) is a suitable lifting of the
group of invertible series whose coordinate ring is spanned by Feynman graphs.

This conjecture has been proved for quantum electrodynamics in the series of
works [4], [5] and [6]. In those works, the Green functions are expanded over
planar binary trees, that is, planar trees with internal vertices of valence 3, which
were used by Brouder in [3] as intermediate summation terms between integer
numbers and Feynman graphs. It has also been proved by van Suijlekom in [25]

for any gauge theory. For the ¢> theory the work is in progress.

4.11.7 Groups of combinatorial series

If the diffeographisms are represented as generalized series of the form (4.43),
the group law dual to the coproduct in H¥ should be represented as a com-
position. This operation was abstractly defined by van der Laan in [24], using
operads. An operad is the set of all possible operations of a given type that one
can do on any algebra of that type. A particular algebra is then a representation
of the corresponding operad. For instance, there exist the operad of associative
algebras, that of Lie algebras, and many other examples of operads giving rise
to corresponding types of algebras. By assumption, operads are endowed with an



Renormalization Hopf algebras and combinatorial groups 217

intrinsic operadic composition which allows one to perform the operations one
after another in the corresponding algebras, and still get the result of an opera-
tion. The group G of formal diffeomorphisms is deeply related to the operad
As of associative algebras, and in particular the composition of formal series in
one variable can be directly related to the operadic composition in .4s. Based
on this observation, Van der Laan had the idea to realize the composition among
diffeographisms as the operadic composition of a suitable operad constructed on
Feynman graphs. In [24], he indeed defined an operad of all Feynman graphs,
but did not explicitly describe how to restrict the general construction to the
particular case of Feynman graphs for a given theory. In particular, the explicit
form of the group G“¥(A,,) related to the renormalization of the ¢ theory is not
achieved.

A complete description of the generalized series and their composition law is
given in [13] for the renormalization of quantum electrodynamics, on the interme-
diate coordinate rings spanned by planar binary trees. However, trees are combina-
torial objects much simpler to handle then Feynman graphs, and the generalization
of this construction to diffeographisms is still incomplete.

Groups of series expanded over other combinatorial objects, such as rooted
(nonplanar) trees, also appear in the context of renormalization. Such trees, in
fact, can be used to describe the perturbative expansion of Green functions, and
were used by Kreimer in [17] to describe the first Hopf algebra of renormalization
appearing in the literature. The dual group of tree-expanded series was then used
by Girelli, Krajewski and Martinetti in [14], in their study of Wilson’s continuous
renormalization group.

Furthermore, the series expanded over various combinatorial objects make sense
not only in the context of the renormalization of a quantum field theory, but
already for classical interacting fields. In fact, as I pointed out in Section 4.6,
these fields are described perturbatively as series expanded over trees. Then,
any result on usual series which has a physical meaning should be the projec-
tion of computations which take place in the corresponding set of combinatorial
series.

Finally, all the Hopf algebras constructed on combinatorial objects which appear
in physics share some properties which are investigated in various branches of
mathematics. On one side, as I already mentioned, these Hopf algebras seem to
be deeply related to operads or to some generalization of them; see for instance
the works by Loday and Ronco [27-29]. On the other side they turn out to be
related to the various generalizations of the algebras of symmetric functions (see
for instance the several works by J. Y. Thibon and colleagues [30,31], or those by
M. Aguiar and F. Sottile [32], and seem related to the so-called combinatorial Hopf
algebras.
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5
BRS invariance for massive boson fields

JOSE M. GRACIA-BONDIA*®

Abstract

This chapter corresponds to lectures given at the Villa de Leyva Summer School
in Colombia (July 2007). The main purpose in this short treatment of BRS
invariance of gauge theories is to illuminate corners of the theory left in the
shade by standard treatments. The plan is as follows. First, a review is given
of Utiyama’s general gauge theory. Immediately we find a counterexample to
it in the shape of the massive spin-1 Stiickelberg gauge field. This is not fancy,
as the massive case is the most natural one to introduce BRS invariance in
the context of free quantum fields. Mathematically speaking, the first part of
the chapter uses Utiyama’s notation, and thus has the flavour and nonintrinsic
notation of standard physics textbooks. Next we deal with boson fields on Fock
space and BRS invariance in connection with the existence of Krein operators;
the attending rigour points are then addressed.

5.1 Utiyama’s method in classical gauge theory
5.1.1 A historical note

Ryoyu Utiyama developed non-abelian gauge theory early in 1954 in Japan, almost
at the same time that Yang and Mills [1] did at the Institute for Advanced Study
(IAS) in Princeton, which Utiyama was to visit later in the year. Unfortunately,
Utiyama chose not to publish immediately, and upon his arrival at TAS in
September of that year, he was greatly discouraged to find he had apparently just
been ‘scooped’.

"1 acknowledge partial support from CICyT, Spain, through the grant FIS2005-02309. This work was mostly
done at the Departamento de Fisica Tedrica I of the Universidad Complutense, to which I remain gratefully
indebted.
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In fact, he had not, or not entirely. He writes [2, p. 209]:

[In March 1955], I decided to return to the general gauge theory, and took a closer look
at Yang’s paper, which had been published in 1954. At this moment I realized for the
first time that there was a significant difference between Yang’s theory and mine. The
difference was that Yang had merely found an example of non-abelian gauge theory whereas
I had developed a general idea of gauge theory that would contain gravity as well as
electromagnetic theory. Then I decided to publish my work by translating it into English, and
adding an extra section where Yang’s theory is discussed as an example of my general theory.

Utiyama’s article appeared on the March 1, 1956 issue of the Physical Review [3],
and is also is reprinted in the book by the late Lochlainn O’Raifeartaigh [2], where
the foregoing (and other) interesting historical remarks are made.

As Utiyama himself did in the statement quoted, most people who read his
paper focused on the kinship there shown between gravity and gauge theory. This
is in some sense a pity, because in contrast with textbook treatments of Yang—Mills
theories — see [4] for just one example — which manage to leave, despite disguises of
sophisticated language, a strong impression of arbitrariness, Utiyama strenuously
tried to derive gauge theory from first principles. The most important trait of [3]
is that he asks the right questions from the outset, as to what happens when a
Lagrangian invariant with respect to a global Lie group G is required to become
invariant with respect to the local group G(x). What kind of new (gauge) fields need
be introduced to maintain the symmetry? What is the form of the new Lagrangian,
including the interaction? His answer is that the gauge field must be a spacetime
vector field on which G(x) acts by the adjoint representation, transforming in such
a way that a covariant derivative exists. To our knowledge, Utiyama’s argument is
reproduced only in a couple of modern texts; such are [5] and [6]. I have profited
from the excellent notes [7] as well.

One can speculate that, if the sequence of events had been slightly different,
more attention would have been devoted to the theoretical underpinnings of the
accepted dogma. It is revealing, and another pity, that Utiyama’s later book in
Japanese on the general gauge theory has never been translated.

5.1.2 Utiyama’s analysis, first part

The starting point for Utiyama’s analysis is a Lagrangian

L(@x, 0,9k),

depending on a multiplet of fields ¢ and their first derivatives, globally invariant
under a group G (of gauge transformations of the first class) with n independent
parameters 0. The group is supposed to be compact. We denote by ¢ the
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structure constants of its Lie algebra g; that is, g possesses generators 7¢ with
commutation relations

[Ta’ Tb] — fabcTc7 with fabc — _fbca’
and the Jacobi identity
fabdfdce + fbcdfdae + fcadfdbe =0 (51)

holds. We assume that the T¢ can be chosen in such a way that £*¢ is antisymmetric
in all the three indices. This means that the adjoint representation of g is semisimple,
that is, g is reductive [8, Chapter 15]. Close to the identity, an element g € G is of
the form exp(7“6¢).

The invariance is to be extended to a group G(x) — of gauge transformations
of the second class — depending on local parameters 6“(x), in such a way that a
new Lagrangian £(¢x, 9,,¢k, A) invariant under the wider class of transformations
is uniquely determined. Utiyama’s questions are

* What new field A(x) needs to be introduced?

* How does A(x) transform under G(x)?

* What are the form of the interaction and the new Lagrangian?
* What are the allowed field equations for A(x)?

The global invariance is given to us under the form d¢(x) = T5¢,(x)0%;
now we want to consider

S (x) = Tigoi(x)0(x), (5.2)

for 1 < a < n. This last transformation in general does not leave £ invariant. Let us
first learn about the constraints imposed on the Lagrangian density by the assumed
global invariance. One has

0=46L aﬁé + oL 80 (5.3)
= = —-_— (p (p , .
R IO
where now
8 0k = 0, 8 = T50,01(x)0“ (x) + T51(x)0,0% (x). 5.4)
With a glance at (5.3) and (5.4), we see that
—T01(x)0,6%(x) # 0. (5.5
8(8M k) kPl ;é
Then it is necessary to add new fields A’ , p = 1, ..., M, in the Lagrangian, a

process which we write as

L(@x, dupr) —> L' (ks i, A).
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The question is, how do the new fields transform? We assume not only a term of
the form (5.4), but also a derivative term in 6(x) — indeed, the latter will be needed
to compensate the right-hand side of (5.5):

SA’ = Uqu;Q“ C[“)“B,LQ“. (5.6)

Here C," and the U , are constant matrices, for the moment unknown. The require-
ment is

o oL oL aL .
0=34§ :8 (pk+3(au ) u8¢k+@5 P

boiling down to

oL oL oL
8L = |: Tae + ———Thoup + —- U, A/]ea

Gl GICRS) dA;, P
oL oL
— 74 Ca“ 9,60 = 0. 5.7
[a(am) By } ©7)

The coefficients must vanish separately, as the 8¢ and their derivatives are arbitrary.
The coefficient of 9,60 gives 4n equations involving A;,, and hence to determine
the A’ dependence uniquely one needs M = 4n components. Furthermore, the
matrix C," must be nonsingular. We have then an inverse:

a -1a 14 b ab
coC =5,  CTM C =455

Define the gauge (potential) field

1
‘= gcﬂ“w A", withinverse A’ = gCulA“. (5.8)

Before proceeding, note that (5.6) and (5.8) together imply

(SAa _ (C— UC CbU)Abec + a 0” . (S(l)CbUAbec + aﬂea
w = wp~ pa=q g — Wu v
Clearly, from (5.7) we have
oL T + L 1 0L _
00,00 17T goAl T

Hence only the combination (called the ‘covariant derivative’)

Dy = 0,01 — gTq01AS,



224 José M. Gracia-Bondia
occurs in L' (¢x, 0,¢x, A:,,), and we rewrite:
L' (0r, 3u9x5 A) —> L (@x, D)

Moreover, it follows that

oL L’ acr
= — & T AL
oo O d(Duer)
oL oL
3up0)  AI(Dugr)’
oL oL
= e lﬂp.

0A, (D) "

Now we look at the vanishing coefficient of 6 occurring in §£’ in (5.7). By use
of the last set of equations, we have

aL” 9L’
0= a_(kaalwl - ga(D—w)TnI;ka@Azfﬂz
wPm
9L Py » -
+—8DM§0k T0.91 —ga(D—WTn‘;l@lc MpU;qu AP
= ET”@ + L fap @
8(pk M 8Dlt(pk k=
oL b ra zb a b b ¢ s acaby b
_ga(D—(p)[kaTklAm—kaTk,AM¢,+Tm,(sﬂ) Abg]. (5.9
1wPm

We have come thus to the crucial (and delicate) point. Remarkably, it seems
that the two first terms in (5.9) cancel each other by global invariance if we
identify

L"(@r, D) = L(gx, D).

Utiyama [3] writes here: ‘This particular choice of £” is due to the requirement
that when the field A is assumed to vanish, we must have the original Lagrangian’.
It seems to me, however, that covariance of D, ¢y is implicitly required. The whole
procedure is at least consistent: The vanishing of the last term in (5.9) allows us to
identify

c\abv abc v
(S5) Y = fobes?,

This implies in the end

a

d,60
a __ gpcbha Ab pc "
A5 = AL+ (5.10)
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As a consequence we obtain that D, ¢, indeed is a covariant quantity, in the sense
of (5.4):
8(Dupr) = 8(0upx — 8TGAL @) = 8,(TG0 1) — &f P T, ALO o
—T30,0%01 — §T T, AL g = TS0, — gTS T A6,
= T336° (D).

(In summary, Utiyama’s argument here looks a bit circular; but all is well in the end.)

5.1.3 Final touches to the Lagrangian

The local Lagrangian of the matter fields contains in the bargain the interaction
Lagrangian between matter and gauge fields. The missing piece is the Lagrangian
for the ‘free’ A-field. Next we investigate its possible type. Call the sought for
Lagrangian Ly(A{, 0,A¢). The postulate of invariance (under the local group of
internal symmetry), together with (5.10), says in detail

cba 4 c aa 9°
|: Aaf 8(8 Aa f
cba o - 9.0¢
+ [8(8MA“)f vt aAc] a
1 9L

c

g 3(3,A) "

As the 0¢ are arbitrary again, one concludes that

rA — f9,A” =0, 5.11
aAaf +8(8MA“)f H« v ( )
oL , 1 oL
0 pebapb g Z 220 g (5.12)
(9, A9) g DA,
0Ly 0Ly

DO AD) | (0. AT) G119

Introduce provisionally
A, =0, A7 — 0,A7.
Then (5.12) is rewritten

0Ly

cha b
A =0.
dAS, f v

+2 $a(As)
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It ensues that the only combination occurring in the Lagrangian is
F{, = AS — La (A4 AY — ALAD). (5.14)
One may write then
Lo(A5, 9,A) = 6(F/jv).

Parenthetically we note

Fi, + F;, =0.
Now,

Lo _> Ly Lo _5 9Ly, fave ga.
0(0, A%) dIFy, dAL aIFg, !

Thus, by use of (5.1), Equation (5.11) yields

Ly o

g I FL =0, (5.15)
nv

for 1 < b < n. This is left as an exercise. Also, by use of the identity of Jacobi
again, one obtains

SFS, = f™°F 0% (5.16)

This is a covariance equation similar to (5.4); its proof is an exercise as well.
Equation (5.15) is as far as we can go with the general argument. The simplest
Lagrangian satisfying this condition is the one quadratic in Fj:

oL
Fo = ———
w39, A9)

Lym = —iF“ Fory implying

7Y

(5.17)

The last equation is consistent with (5.13). Note that §Lyy = 0 is obvious
from (5.16).
If now we define

0Lym |,

JH = gfabe , 5.18
8f 5@, A0 (5.18)
then from (5.11) again,
9, J" =0, (5.19)
and from (5.12),
BVFSV = Jl‘j, (5.20)

by use of the equations of motion in both cases.
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Let us take stock of what we have obtained.

¢ Equation (5.18) tells us that (in this non-abelian case) a self-interaction current J,, exists,
and gives us an explicit expression for it.

¢ Equation (5.19) furthermore shows that the current is conserved. Such a conservation
equation, involving ordinary derivatives instead of covariant ones, does not look natural,
perhaps, and is not so easy to prove directly — see the discussion in [9, Section 12.1.2].
This is the content of Noether’s second theorem as applied in the present context.

* We observe that (5.20) is the field equation in the absence of matter fields.

The full Lagrangian is L£(gx, D,.¢x) + L{,;. One can proceed now to verify
its invariance under the local transformation group and study the corresponding
conserved currents. It should be clear that the conserved currents arising from local
gauge invariance are exactly those following from global gauge invariance. The
proof is left as an exercise.

5.1.4 The electromagnetic field

We illustrate only with the simplest example, as our main purpose is to produce a
‘counterexample’ pretty soon. Let a Dirac spinor field of mass M be given:

E = %[E)’Mau‘/f - 3,4W)’Ml/f] - WMK//

<—>
(Borrowing the frequent notation A 0 B = Ad*B — (0“A)B, one can write this
as

S0, v Y — UMY
as well.) This is invariant under the global abelian group of phase transformations
YO Y@, Y e e ),
or, infinitesimally,
Sy =iy, Sy = —iyh.
This leads to the covariant derivatives
D,V =0, —igAuY, D, =0, % +igAuy.

In conclusion, the original Lagrangian receives an interaction piece —gv/y*A u¥,
with invariance of the new Lagrangian thanks to A, = 9,0/g. The full locally
invariant Lagrangian is

%[W}/“aulﬁ - 3/1%)/“1,0] - g%/“A;uﬁ - WMW - %Fqulw-
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One can find now the associated electromagnetic current. This is the last exercise
of this section.

5.1.5 The original Yang-Mills field

Consider an isospin doublet of spinor fields:

_ _ ("
W—(l/fk)—(%),

with free Lagrangian
Sy 0, — Wiy Uil — Y M.

This is invariant under the global SU (2) group, with o denoting as usual the Pauli
matrices:

Vi B> e_igeaga/2|k11ﬁl, Vi ¥ e,-geaa”/zhk.
Infinitesimally,
i
Sy = Tow,6°, with TS = —5ga,§’l.

We have f%¢ = ge® for this group. The Lagrangian becomes gauge invariant
through the replacement

18 4 aa.
auwk = D/ﬂ/’k = a;ﬂ/fk + 30'](110114 5

that is, the triplet of vector fields is the gauge (potential) field, the number of gauge
field components being equal to the number of symmetry generators. Note the
slight difference in the introduction of the coupling constant of the gauge field with
the spinor field and with itself.

The full locally invariant Lagrangian is

TR e e a apuy 8§+ a a
sy 0uve — 0y Vil — Vi M — JTFWF - EWkVMUkIWlAw
with Fj, given by (5.14). The current

a 88— a abc 4 c 8 e € ¢
J, = —EWW“UHW — ge® AU[8MA€ - avAfL - Eebd (AzA” - A(‘fA“)]

g_
= _Ewky“a,gw, — g€ AS (0, AY — 3,A0) + g7 (AU(AA) + AL ASAD),

L

with AA := A A, is conserved.
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5.2 Massive vector fields
5.2.1 What is wrong with the Proca field?

The starting point in relativistic quantum physics is Wigner’s theory of particles
as positive-energy irreps of the Poincaré group with finite spin (helicity) [10].
The transition to local free fields is made through intertwiners between the Wigner
representation matrices and the matrices of covariant Lorentz group representations.
Therefore, following standard notation [1 1], the general form of a quantum field is

o(x) = ¢ () + o P (x)
with

o (x) =@m) Y f dpn(kyui(k, o, n)e""*a(k, o, n),

o) =@2m)7Py / dpm(k) vi(k, o, n)e**al(k, o, n),

where du,, (k) is the usual Lorentz-invariant measure on the mass m hyperboloid
in momentum space, and n stands for particle species. Leaving the latter aside, the
other labels are of representation-theoretic nature. Operator solutions to the wave
equations carry the following labels, in all: the Poincaré representation (m, s) gives
the the mass shell condition and the spin s; the (k, o), with the range of o determined
by s, label the momentum basis states; the (u, v) are Lorentz representation labels,
usually appearing as a superscript indicating the tensorial or spinorial character of
the solution. The c-number functions u;, v; in the plane-wave expansion formulae
are the coefficient functions or intertwiners, connecting the set of creation or
absorption operators a*(k, o), transforming as the irreducible representation (1, s)
of the Poincaré group, to the set of field operators ¢;(x), transforming as a certain
finite-dimensional — and thus nonunitary — irrep of the Lorentz group. We have
thus in the vector field case

o0 = @0 P Y [ dunut . o atk 0)

PeMH(x) = 2m) 732 Z / d i (k) v (k, o)™ al (k, o).

For the time being we ignore in the notation any colour quantum number.

For the spin of the particle described by the vector field, both values j =0
and j = 1 are possible. In the first case, at k=0 only u°, v° are nonzero, and,
dropping the label o, we have by Lorentz invariance

ut (k) oc k", (k) o —ik®,
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and therefore ¢*(x) = 0" @(x) for some scalar field ¢. In the second case, only the
space components u/, v/ are nonvanishing at k = 0, and we are led to

3
0 (x) = P () = (27r)_3/22 / dpn (k) ek, o)e ®ak, o), (5.21)
o=1

with € suitable (spacelike, normalized, orthogonal to k,, also real) polarization
vectors, so that

: kk
> eulk, o)k, 0) = —gu + o (5.22)

o=1

On the right-hand side we have the projection matrix on the space orthogonal to
the four-vector k*. This may be rewritten

o=3

Z gﬂdeu(k’ o)eyk, o) = 8uv»
o=0

with the definition €, (k, 0) = k,, /m. With this treatment, we have the equations
O+m)p'(x) =0,  up'(x) =0.

The last one ensures that one of the four degrees of freedom in ¢* is eliminated.
However, eventually (5.22) leads to the commutation relations for the Proca field
of the form

nav

d
["(x), " (N] = i(g‘” +t3 )D(x =)

In momentum space this is constant as |k| 1 oo, which bodes badly for renormal-
izability. The Feynman propagator is proportional to

Suv — kukv/m2.
k2 —m?
there is moreover a troublesome extra term, which we leave aside.

The argument for nonrenormalizability is as follows. Suppose that, as in the
examples of the previous section, the vector field is coupled with a conserved
current made out of spinor fields. Consider an arbitrary Feynman graph with Ep
external fermion lines, [z internal ones, and respective boson lines Eg, Ig. The
assumption says two fermion lines and one boson line meet at each vertex. The
number of vertices is thus

V =2Ip+ Ep = %(21F + Ep).

There is a delta function for each vertex, one of them corresponding to overall
momentum conservation, and each internal line has an integration over its moment.
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Thus, by eliminating Iz, I the superficial degree of divergence is found to be
D=—-4V —-1)+3Ip+4lg =44V —3Ep/2 — 2Ep.

This shows that, no matter how many external lines there are, the degree of diver-
gence can be made arbitrarily large.

The difficulty is with the intertwiners, whose dimension does not allow the
usual renormalizability condition. The idea is then to cure this by a cohomological
extension of the Wigner representation space for massive spin-1 particles. This
involves both the Stiickelberg field and the ghost fields, already at the level of the
description of free fields. The nilpotency condition s> = 0 for the BRS operator s
will yield a cohomological representation for the physical Hilbert space ker s/ ran s,
which, as we shall see later, is the (closure of) the space of transverse vector wave
functions. On that extended Hilbert space the renormalizability problem fades
away. This goes hand in hand with a philosophy of primacy of a quantum character
for the gauge principle, which should be read backwards into classical field theory;
fibre bundle theory is no doubt elegant, but not intrinsic from this viewpoint. (For
massless particles, the situation is worse in that problematic aspects of the use of
vector potentials in the local description of spin-1 particles show up already in the
covariance properties of photons and gluons.)

5.2.2 What escaped through the net

Another unsung hero of quantum field theory is the Swiss physicist Ernst Carl Ger-
lach Stiickelberg, baron von Breidenbach. He found himself among the pioneers of
the ‘new’ quantum mechanics; at the end of the 1920s, while working in Princeton
with Morse, he was the first to explain the continuous spectrum of molecular hydro-
gen. On his return to Europe in 1933, he met Wentzel and Pauli for the first time.
Stiickelberg stayed in Zurich for two years before accepting a position at Geneva. He
turned to particle physics, where he would among other things contribute, accord-
ing to his obituary [12], the meson hypothesis (unpublished at the time because
of Pauli’s criticism, and usually associated with Yukawa), the causal propagator
(better known as the Feynman propagator) and the renormalization group [13, 14].
Also due to Stuckelberg (not emphasized in [ 12]) are the first formulation of baryon
number conservation; the first sketch of what is called nowadays ‘Epstein—Glaser
renormalization’ [15] (towards which, according to the account in [16], Pauli was
better disposed) and the Stiickelberg field [17], which concerns us here.

We have seen the extreme care that Utiyama exercised in deriving the precise
form of gauge theory as a theorem. However, already at the moment that he
published it, his result was known to be false. The thing that escapes through
Utiyama’s net is Stiickelberg’s gauge theory for massive spin-1 particles.
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In the old paper [18], Pauli had given rather dismissively a short account of
that fact before plunging into the Proca field — although anyone who has tried
to work with the latter rapidly realizes it is good for nothing. There are several
natural ways to discover the Stiickelberg gauge field, even after one has been
miseducated by textbooks — like [11] — into learning exclusively about the Proca
field. A principled quantum approach is contained in embryo in the paper [19],
where the starting point is Wigner’s picture of the unitary irreps of the Poincaré
group. In the book by Itzykson and Zuber, the Stiickelberg method is used time
and again [9, pp. 136, 172, 610] to smooth the m | 0 limit and exorcise infrared
troubles. A useful reference for the Stiickelberg field is the review [20]. I have been
inspired also by [21].

5.2.3 The Stiickelberg field and Utiyama’s test

Actually, there is no logical fault in the Lagrangian approach by Utiyama. Where he
goes astray is only in the ‘initial condition’ (5.2). We next try to find the Stiickelberg
field by the Utiyama path; that is, to see whether we actually could have derived
the existence of the field B using the arguments of Section 5.1.2. We do this for
an abelian theory. Assume that a globally G = U(1)-invariant model of a Dirac
fermion of mass M and a real vector field of mass m are given:

i — _ _
Lo =Sy 0,9 — 9,0 y"¥) — UMY + ym* Ay A" + Lin(3,Ay)
= EO,f + EO,phmass + ‘Ckins

with obvious notation. This is obviously a model for (noninteracting) massive
photon electrodynamics. Here Ly, is the kinetic energy term for the photon, of the
form (5.17). This Lagrangian is invariant under the global gauge transformations:

Ax) > Aux), Y@ e ), @) e e YY),
or, infinitesimally,
8A, =0, Sy =iy, SY = —iyo.

Now the Utiyama questions come in: what new (gauge) fields need be intro-
duced? How do they transform under G(x)? What is the form of the interaction,
and what is the new Lagrangian? To save space and time, we restart from

Sy oy — 9.0y Y]l — Yy Ay — Y My + 3mP A, AV
- Al;(a;LAv - auAu)(BMAV - 8VAM) = Ef + £0,phmass + £kin-



BRS invariance for massive boson fields 233

The multiplet of fields includes now

7 iYo(x)
o=1v transforming as 8¢ = [ —iv6(x) |, (5.23)
Ak 9160(x)

where of course we required a variation of the QED type for the A,,. For simplicity
we have put g = 1. However, still

d EO, phmass

8Ly = 3A, =m0 #0.

"
It seems that, when vector fields are conjured ab initio, further infinitesimal
gauge transformations of the form

8¢r = Arebe + BL.3,6, (5.24)

need to be considered. Here we have a particular case, with a trivial colour index c,
with ¢y — A,, A, vanishing, and Bl‘i = 8;.

There is no need to involve other parts of the Lagrangian than Lo phmass in the
remaining calculation. We need an extra vector field. It is natural to propose that it
be fabricated from the derivatives of a scalar B, and we write

£0,phmass(Au) — ‘C/(A;u 8;LB)

It is immediate to note that if we assume the new field transforms like § B = m0,
then the requirement of local gauge invariance is

aL AL
5L = +m 3,0 =0
9A, ' 3(3,B)

It follows that
oL oL

m = .
9(9,B) 04,

Consequently, only the combination
A, —0,B/m
occurs in £'(A,,, 9, B). Thus we rewrite:
L'(Ay, 3,B) —> Lo phmass(A, — 9, B/m).

The bosonic part of the Lagrangian is in fine

2 9,B\°>
£b=£km+’"7(Au—“—) ;
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note that, with V, = (A, — 0,B/m), one has Lyn(A,) = Lin(V,). The total
Lagrangian £ = L; + Ly has what we want. With the multiplet of fields

v ivo(x)
v . _ | —ivox)
9= 4u transforming as ¢ = o) |
B mé(x)

we plainly obtain local gauge invariance of Ly, £y, and L. Note the Euler—Lagrange
equation

u£ = % yielding [B =m dA.
0B 0B
Note as well that one can fix the gauge so B vanishes; this does not mean the gauge
symmetry is trivial.

Maybe Utiyama missed this because [22] he only takes into account, for the
original variables, infinitesimal gauge transformations typical of matter fields, of
the form (5.2); he did not consider the possibility (5.23) — that is, (5.10) — for the
vector fields acting as sources of gauge fields.

We finish this subsection by noting that £, may also be written

Lo = (8, —igA)® (B, +igA,)P*, with &= ——exp(igB/m);
V2g

that is, an abelian Higgs model without self-interaction. Verification is straightfor-
ward.

5.2.4 The Stiickelberg formalism for non-abelian Yang—Mills fields

The sophisticated method for this was established by Kunimasa and Goto [23]; we
follow in the main [24]. For apparent simplicity, consider an isovector field Aj,
interacting with an isospinor spinor field v, as in Section 5.1.5. Let us choose the
notation

A/L = %O'HA;ZN Fuv = auAu - 8UAM + ig(AMAU - AVAM)‘

b _ _1_abcc

Indeed, %a“a 7€%7¢0“, in consonance with (5.14). The Lagrangian density

is written
L) + L0,y — UMY — gy ALY
2 o 2V Ou wVY-
This is invariant under

v Wly, A, > WAW— W lauw
g



BRS invariance for massive boson fields 235
for W € SU(2), which is nothing but (5.10) with
W = exp(T“0%(x)).
To make the mass term

m?* tr(A, A*) = Jm* A% AF

gauge invariant, it is enough to introduce a 2 x 2 matrix w, of auxiliary vector
fields, so that

m*tr(A, — w,/g)
is invariant under gauge transformations if
w, — Wlo, W —iWw'9,W. (5.25)
Indeed, let C € SU(2) transform as C — CW. Then
w, =—iC'9,C
satisfies (5.25):
—iW'C13,CW =W"w,W —iWw15,W.

With C = exp(B“T*“/m), we can think of the B* as the auxiliary fields.

We may note, however, that the introduction of scalar Stiickelberg partners for
the A by the substitution A, — A, — 9, B, with B = B“T“, seems to work as
well. In gauge theory, the elegant non-infinitesimal notation is a bit dangerous, in
that it tends to obscure the fact that the transformation of the gauge fields (5.10) is
independent of the considered representation of the gauge group.

5.2.5 Gauge-fixing and the Stiickelberg Lagrangian

We begin to face quantization now. For that, we need to fix a gauge. Otherwise,
we cannot even derive a propagator from the Lagrangian. Let us briefly recall the
standard argument:

Loep = —1F, F* = 1AFD,, A,
with
—= - 5
Dyv(x) = =80, 0° + 0,0, or Dy, (k) =—guk”+k,k,,
in momentum space. The matrix D,,, has null determinant and thus is not invert-
ible; so one cannot define a Feynman propagator. This is precisely due to gauge
invariance. The problem for QED was cured by Fermi long ago [25] by introduction
of the piece ;—;(8”Av)2. Here we proceed similarly, and the gauge-fixing term we
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take is of the 't Hooft type:
—1
Lot = —(@"A, +amB)*. (5.26)
20
We denote
Ls =L+ Ly,

the Stuckelberg Lagrangian. The gauge-fixing amounts to saying that now the
gauge variation 6 must satisfy the Klein—-Gordon (KG) equation with mass m /o

O+ am?)P =0,

just as in the old trick by Fermi in electrodynamics, where the new Lagrangian is
still gauge-invariant provided we assume [16 = 0 for the gauge variations. Now,
instead the Euler—Lagrange equation,

Mﬂ _ s yields (O + am?)B = 0.
9(0,B) oB

Hence the gauge-fixing implies B itself now is a free field with mass m\/«.

Another good reason for the gauge-fixing is to keep A, as an honest spin-1 field
in the interaction. Recall that in a quantum vector field spins 0 and 1 are possible.
The scalar B extracts the spin-0 part, so the remaining part is transverse. In fact
0, (A" — 0" B/m) = dA + amB if the equation of motion is taken into account;
and this gauge-fixing term is destined to vanish in an appropriate sense on the
physical state space.

A word is needed on the Noether theorem now. There is now an extra term
in 0y 55— a(a A 5. of the form ——(E)A + am B). This gives rise to the Euler—Lagrange
equation:

1 —
UA, + (a - 1>8M(8A) + mZAM =gy, (5.27)

where we have reestablished temporarily the coupling constant. As a consequence
of (5.27) we have

0A +am?dA = 0.

The simplest option now is to take @ = 1 (so the masses of A, and B coincide),
as then the A, obey the KG equation at zeroth order in g. This could be termed
the ‘Feynman gauge’. But in some contexts it is important to keep the freedom of
different mass values for the vector and the scalar bosons. (We have for the fermion
the Dirac equation

iy"d, = (gy" A+ M)y

and its conjugate. Nothing new here.)
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A comment on renormalizability is in order at this point. The choice « | 0
is the Landau gauge, in which renormalizability is almost explicit. On the other
hand, it is clear that B = 0 (the original Proca model), where the theory is non-
renormalizable by power counting, can be recovered as a sort of ‘unitary gauge’.
If we can prove gauge covariance of the theory, all these versions will be phys-
ically equivalent. An extra advantage of the Stiickelberg field in renormalization
is that, because it cures the limit m | 0, it allows the use of masses as infrared
regulators.

To finish, I again call attention to the similarities of the model with the abelian
Higgs model. Upon renormalization, a Higgs-potential-like term pops up in the
Lagrangian. However, the vacuum expected value of the Stiickelberg field is still
zero. For non-abelian theories, the situation remains murky even now.

5.2.6 The ghosts we summoned up?

For completeness, I provide next a conventional discussion of BRS invariance for
the Lagrangian obtained in the previous subsection. (This is not intended to be
discussed in the exercises, and both the cognoscenti and the noncognoscenti may
skip it in first reading.)

Nowadays BRS invariance of the (final) Lagrangian is an integral part of the
quantization process. Among other things, it helps to establish gauge covariance,
that is, independence of the chosen gauge for physical quantities; in turn this helps
with renormalizability proofs. We approach the quantum context by introducing
two fermionic ghosts w, @ plus an auxiliary (Nakanishi—Lautrup) field / that we
add to the collection ¢. From the infinitesimal gauge transformations we read off
the BRS transformation:

iy \
—iwy
Mw

S =35 =| mo

S0 E RS

o = O

It is clear that s increases the ghost number by one. Extend s as an antiderivation;
from the fact that @, @ are anticommuting we obtain (even off-shell) nilpotency of
order two for the BRS transformation: s> = 0 (we will always understand ‘nilpotent
of order two’ for ‘nilpotent’ in this work). Now, in the BRS approach, one takes
the action to be a local action functional of matter, gauge, ghost and A-fields with
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ghost number zero and invariant under s. This is provided by the new form
ng = S[JT(E, wv AM? B)d) + %ahd)]

for the gauge-fixing term of the Lagrangian. Here F is the gauge-fixing functional,
like (0" A, + am B) in the preceding subsection. Invariance comes from sLy; = 0
on account of nilpotency, of course. We can rewrite

F 2 P
Lot = —osF + hF + lah? = —asF + %(T +hva) -3
o 107

One can eliminate £ using its equation of motion

aL 2
= a_hgf =F+ha, sothat Ly =—@sF — f—a
and also s® = —F /a: the BRS transformation then maps the antighosts or dual
ghosts into the gauge-fixing terms (the price to pay is that s will be nilpotent off-
shell only when acting on functionals independent of @). In our case (5.26), we

have

0

sF =s(0"A, +amB) = (0+ am?)w.
Thus the contribution of the fermionic ghosts in this abelian model to L is

—&sF = —&(0 4 am®)w;

also 0,@W0*w — @am?w would do; the ghosts turn out to be free fields with the
same mass as Stiickelberg’s B-field. Notice that the ghost term decouples in the
final effective Lagrangian. (According to [26], adding to the action a term invariant
under the BRS transformation amounts to a redefinition of the fields coupled to the
source in the generating functional; this has no influence on the S-matrix.)

I have followed [8] and mainly [27] in this subsection.

At the end of the day, the Lagrangian for massive electrodynamics is of the

form

Ls+ Luin + Lo + Lot = L[y 0,0 — 9,9y Y] — Yy Ay — Yy My
1 m? 2
—3(FF)+ —-(A—3B/m)

1
- 2—(8A +amB)? — &0 + am®)w
104

m2A2

1
= Lt + Liin + — 52 (04) +3(0B)’

2
- %Bz — md,(BA") — &0 + am®)o.
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Highlights:

¢ The gauge-fixing has been chosen independently of the matter field.
¢ The gauge sector contains first a massive vector field, with three physical components
of mass m (one longitudinal and two transverse) and an unphysical spin-zero piece of

mass /am.

¢ The cross term between A, and B has disappeared.

* The gauge sector also contains a (commuting) Stiickelberg B-field with mass \/am and
a pair of (anticommuting) ghost-antighost scalars, with mass \/am as well.

* For computing S-matrix elements, the ghosts can be integrated out, for they are decoupled
and do not appear in asymptotic states. But we cannot integrate out the B-field, because,
as discussed in Section 5.3, it plays a role in the definition of the physical states — and
moreover it undergoes a nontrivial renormalization.

* The only interacting piece is the ¥ Ay term in the fermionic part of the Lagrangian.

* The model is renormalizable.

5.3 Quantization of massive spin-1 fields
5.3.1 On the need for BRS invariance

It is impossible for us, within the narrow limits of this short chapter, to follow
in any meaningful detail the tortuous chronological path to the discovery of BRS
invariance in relation with gauge invariance. The story in outline is well known.
By fixing the gauge, Feynman was able to generate Feynman diagrams [28] for
non-abelian gauge theories; but unitarity of the S-matrix was lost unless additional
‘probability-eating’ quantum fields were introduced. The auxiliary ghost fields
appeared clearly in the work by Faddeev and Popov, which uses the functional
integral. In the seventies it was discovered that the resulting effective Lagrangian
still supports a global invariance of a new kind, the nilpotent BRS transformation,
which allows one to recover unitarity, ensures gauge independence of the quantum
observables and powerfully contributes to the proofs of renormalizability.

We approached quantization in Section 5.2.1 through the canonical method. So
we motivate the introduction of the ghosts and the BRS symmetry and operator
in our previous considerations. Now that hopefully we have broken the mental
association between ‘gauge principle’ and ‘masslessness’, we can proceed to a
simple and general version of gauge theory with BRS invariance. The quantization
of massive vector fields is interesting in that it is conceptually simpler, although
analytically more complicated, than that of massless ones. (It is true that in theories
with massive gauge bosons, the masses are generated by the ‘Higgs mechanism’;
but this is just a poetic description that cannot be verified or falsified at present.) In
the context, concretely we need the ghosts as ‘renormalization catalysers’. In fact,
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it has been shown in [19] that for interacting massive vector field models the renor-
malizability condition fixes the theory completely, including the cohomological
extension of the Wigner representation theory by the ghosts, and the Stuckelberg
field in the abelian case — even if you had never heard of that in a semiclassical
study of Lagrangians, like the one performed in Section 5.2 — as well as a
Higgs-like field for flavourdynamics; we shall touch upon this in the last section.
The crucial problem, illustrated by our discussion in Section 5.2.1, is to eliminate
the unphysical degrees of freedom in the quantization of free vector fields in a
subtler way than Proca’s, particularly without giving up commutators of the form

[A0), A =iguD(x —y), A=A, (5.28)

Also we ask for the KG equations (] + m?)A* = 0to hold (in the Feynman gauge).
It is impossible to realize (5.28) on Hilbert space. Let us sketch the solution in
this subsection. It goes through the introduction of a distinguished symmetry 7
(that is, an operator both self-adjoint and unitary), called the ‘Krein operator’,
on the Hilbert-Fock space H. Whenever such a Krein operator is considered, the
n-adjoint O of an operator O is defined:

ot = nOTn.
Let (-, -) denote the positive definite scalar product in H. Then
<'5 ) = (" 77)

gives an indefinite scalar product, and the definition of O™ is just that of the
adjoint with respect to (-, -). The algebraic properties are like those in the usual
adjunction f, but O* O is not positive in general.

The pair (H, n), where H is the original Hilbert—Fock space, including ghosts, is
called a ‘Krein space’. The undesired contributions from the A-space will be can-
celled by the unphysical statistics of the ghosts. The BRS operator is an (unbounded)
nilpotent n-self-adjoint operator Q on H. That is, 0> =0, Q = Q*. By means
of O one shows that H (or a suitable dense domain of it) splits into the direct sum
of three pairwise orthogonal subspaces (quite analogous to the Hodge—de Rham
decomposition in the differential geometry of manifolds):

H =ran Q @ ran QJf @ (ker Q N ker QT).
In addition we assume
n|ker OnNker O =1
That is, (-, -) is positive definite on

Hppys := ker Q M ker QT,
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which is called the physical subspace. An alternative definition for Hpyy, is the
cohomological one:

Hypys = ker Q/ran Q.

Nilpotency of Q is the reason to introduce the anticommuting pair of ghost fields.
In interaction, the S-matrix must be physically consistent:

[0,S]+ =0, oratleast [Q, S]+|kerQ =0.

In the following subsections we flesh out the details of all this.

5.3.2 Ghosts as free quantum fields

A first step in a rigorous construction of ghosts is their understanding as quantum
fields, together with the issue of the ‘failure’ of the spin—statistics theorem for
them. We look for two operator-valued distributions u, i, acting on a Hilbert—Fock
space Hgy, and satisfying KG equations:

O+ mHu = O+ m>i =0, (5.29)
and the following commutation relations, in the sense of tempered distributions:

[ta(x), @p(¥)]y = —idap D(x — ), [tta(X)up(V)]4 = [ia(x), ip(y)]+ = 0.

Here D = D" + D~ is the Jordan—Pauli function. The fields live in the adjoint
representation of a gauge group G (like the gauge fields themselves); the colour
indices a, b most often can be omitted. The components of H,y, of degree n are
skew-symmetric square-summable functions (with the Lorentz-invariant measure
d ., (p)) of n momenta on the mass hyperboloid H,,, with their colour indices and
ghost indices, where the first, say a, can run from 1 to dimG, and we let the second,
say i, take the values &=1. (The reader is warned that the notation for the ghost
fields in this section, and a few other notational conventions, are different from the
ones we found convenient in the sections dealing with the semiclassical aspects.)
We proceed to the construction. Consider the dense domain D C Hg, of vectors
with finitely many nonvanishing components which are Schwartz functions of their
arguments. Then there exist annihilation (unbounded) operator functions ¢, ;(p)
of D into itself, given by
[cai(POIY i (Pleee P =N TR (D1 D).

a,ap,.

Integrating this with a Schwartz function on the mass hyperboloid gives a bounded
operator. The adjoint of ¢, ;(p) is defined as a sesquilinear form on D ® D, and we
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have the usual ‘commutation relations’ among them:

[cai(P), b ;(P))s = 8ab8:8(p — P,

the other anticommutators being zero. Notice that §(p — p’) is shorthand for the
Lorentz-invariant Dirac distribution 2ES8(p — p’) corresponding to d i, (p).

We are set now to define the distributional ghost field operators in coordinate

space in terms of the c, ;, cZ i The construction is diagonal in the G-index, so it

will be omitted. The general ansatz is

ui(x) = /dﬂm(P) [Aijcj(l))e_ipx + Bijc;r.(p)e“l’x],

An A ) ( By B )
A= , B = .
<A11 A B_y1 B
Because p is on the mass hyperboloid, the KG equations (5.29) hold. The anticom-
mutators are

[ui(x), ;M4 = —i[AuBjD*(x — y) — By Aj D™ (x — y)].

The only combinations with causal support are multiples of D+ + D~. As we want
to keep causality, it must be that AB’ + BA" = 0, so we obtain

[u;(x), u;(y)]y = —iC;jD(x —y),

with C := A B’ skew-symmetric. There are of course many possible choicesof A, B
with this constraint. We pick
1
c=(., )

ux) =u(x) = /de(P) (c1(pe™™ + CT_I(p)eif”“),

Here

This finally gives

100 = w0 = [ dpn(p) (ca (e = (i),

We remark that [ii(x), u(y)]+ =iD(x —y) = —iD(y — x) = [u(y), t(x)]+.

The representation of the Poincaré group is the same as for 2dimG independent
scalar fields; we do not bother to write it. As we have chosen A, B invertible, the
creation and annihilation operators can be expressed in terms of the ghost fields
and their adjoints. Then the vacuum is cyclic with respect to these.

Defining the adjoint fields, one sees that the anticommutators of the ghost fields
with their adjoints are not causal. This, according to [29,30], allows one to escape
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the spin—statistics theorem. Indeed, a version of the last says that no nonvanishing
scalar fields can exist satisfying

[a(), up(]y =0, [ua(x), u) ()] =0

for spacelike separations. Because the second anticommutator is not causal, the
last condition is not violated. (There are other explanations in the literature for the
same conundrum, though.)

5.3.3 Mathematical structure of BRS theories

There are several questions regarding the scheme proposed in Section 5.3.1 that
we address systematically now:

(i) What is the algebraic framework?
(i) In which mathematical sense is BRS invariance a symmetry?
(iii)) When is there a BRS charge associated to a BRS symmetry?
(iv) What are the continuity properties of the generator Q?
(v) How does the Hodge—de Rham decomposition of the Hilbert space take place?
(vi) How are the physical states characterized?

The famous paper on the quark confinement problem by Kugo and Ojima [31]
was the first to tackle these questions, although their answers were not quite correct.
A good treatment, which we follow for the most part, was given by Horuzhy and
Voronin [32].

(i) Consider a ‘general BRS theory’ on a Krein space (H, 1). On a suitable common
invariant dense domain D C H there is defined a system of physical quantum fields
and ghost fields (the physical fields could be matter fields, Yang—Mills fields or,
say, the coordinates of a first-quantized string), forming a polynomial algebra A; the
operator id € A on H we denote by 1. A Krein operator has the eigenvalues +1, so
n = P! — P with an obvious notation. We assume moreover dimP H = co. By O°
we shall mean the restriction of O to D. We say O is n-self-adjoint when O = 0°;
n-unitary when O~! = O°. The field algebra has a cyclic vector, or vacuum, |0), that
is, A|0) is dense in D.

(i) Mathematically speaking, a BRS (infinitesimal) transformation is a skew-adjoint,
nilpotent superderivation s acting on the field algebra of H. Let ¢ := (—)"e(?), with
Ngn(O) the number of ghost fields in the monomial O. Typically s changes the ghost
number by one. Then s is a linear map of 4 into .4 such that

s(OB) =5(0)B +€00s(B), s>=0, €0 =—€0, 5(0)° =—€ps(0°).

The key point for BRS invariance is obviously the nilpotency equation s> = 0.
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(iii)

@iv)
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An important question is whether the BRS transformation s possesses a generator or
BRS charge Q, that is, takes the form

s(0)=10, Ol4, where [Q, Ol: =00 —€p0Q. (5.30)
Indeed, we may try to equivalently write (5.30) as
Q010) = 5(0)0).
This equation will serve as definition of Q, at least on a dense subset of D, provided
010) =0 implies s(0)|0) = 0.

Note that Q|0) = 0 because s(1) = 0. Thus (5.30) is consistent. Nilpotency of Q
follows:

0%010) = 0s(0)[0) = 0.

One expects Q as defined to be n-self-adjoint. But this is not completely automatic.
We have

(©010), B|0)) = (s(0)10), B|0)) = (B°s(0)]0), |0))
= ep-((s(B°0) — 5(B°)0)|0), |0))
= €0(s(0°B)) +{010), 5(B)|0)). (5.31)
This will be equal to (0|0), Q B|0)) if in general we have
(s(0)) =0 forall O € A

In this case, we have n-symmetry. For passing to n-self-adjointness, consult [33].
Reciprocally, if Q is n-self-adjoint with Q|0) = 0, is nilpotent, and generates s
by (5.30), then, rather trivially,

(s(0)) = ([Q. 01+) =(Ql0), 0]0)) = 0.
Moreover, for s so defined,
s(0)° =(Q0 —€000Q0)° =070 —€0Q0° = —€0(Q0° —€00°Q)
= —€0s(0°).
We finally verify nilpotency of s
s7(0) :=1[0Q.[Q. 0l:ls = Q(Q0 — €0 0Q) + €0(Q0 — 0 0Q)Q = 0.

In physics Q is often treated as a bounded operator. But there are large classes of
nilpotent, n-self-adjoint unbounded operators. Let for instance H = H; & H, and

10 . 0 A
”=<0 —1) with Q=<0 o)’
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with A unbounded and skew-adjoint. Then Q is nilpotent, n-self-adjoint and
unbounded. For another example, take H = H; ® H,, where H; is an infinite-
dimensional Hilbert space, H, is a Krein space, and Q = O ® B, with O = ot
unbounded and B nilpotent and 5-self-adjoint. Typically BRS operators are sums of
such operators.

Given an arbitrary nilpotent operator Q, such that dom Q? is dense, the following
holds: either Q is bounded, with 0 as unique point in its spectrum, or Q is unbounded
and its spectrum is all of the complex plane.

Proof Assume spec Q # C. Let A belong to the resolvent of Q. Then Q is closed,
as Q — X is. (We recall that a Hilbert space operator is by definition closed when its
graph is closed. Also by definition, Q — X is a one-to-one map from dom Q onto H
with bounded inverse, so it is closed.) Now (Q — A)~'H C dom Q. Therefore

(Q-1(0+20(0-17")

makes sense and is equal to Q%. Now Q is closed and AQ(Q — A)~! is bounded;
therefore Q + AQ(Q — A)~! is closed; then Q? is closed. Therefore its domain is
all of H, so Q is bounded (by the closed-graph theorem). Then it is well known
that spec Q = {0}. O

(v) Consider the subspaces ker Q, nker Q, ran Q, nran Q.Dueto Q° = 0, we can assume
ran Q C dom Q; otherwise we extend Q to the whole ran Q by zero. Because of n-
self-adjointness, ker Q is closed; also, nran Q = nrannQfy = ran Qf and nker Q =
ker nQn = ker Q. In view of nilpotency, it is immediate that

ran Q L ran QF,
where L indicates perpendicularity in the Hilbert space sense. We have
(ran Q @ ran Q7)* = ker QT Nker Q.

Indeed, the domain of QT is dense in H, and thus (x, Qfy) = 0 for all y € dom Qf
implies Qx = 0. Similarly for (ran Q)* = ker Q. Denoting by [_L] perpendicularity
in the Krein space sense, it also clear that

(ker OF Nker 0)* = (ker 0 Nker 0)*
In summary,
H =ran QO @ ker Q = ran Q @ ker O = ran 0 @ ran QF
@ (ker 01 Nker Q) = ran Q @ ran OF (1 (ker @1 Nker 0),  (5.32)

where the last symbol means the n-orthogonal sum. This is the Hodge—de Rham
decomposition of H.
(vi) Assume moreover

n ker QNker Q1 =L
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Then we baptize
Hphys := ker Q Nker QT,
the physical subspace, on which (-, -) is positive. Alternative characterizations are
Hpnys = ker Q/ran Q,
in view of (5.32), and
Hpnys = ker[Q, Q']

Indeed [Q, QF], x = 0iff Qx = QfTx = 0.

5.3.4 BRS theory for massive spin-one fields

We finally turn to our physical case. When dealing with the massive vector field,
instead of eliminating ab initio the longitudinal component as in (5.21), we keep
the a(k, 0) and their adjoints, and proceed as follows. We recognize Krein spaces as
appropriate tools to study (quantum) gauge theories. In our present case n := (—),
where N; is the particle number operator for the longitudinal modes. Now

3
A (x) = (271)_3/2Z/d,um(k) (e"(k, o)e *a(k, o) + €"(k, 0)e* at (k, o).
o=0

Clearly
a*(k,0) = —n*a'(k, 0) = —a'(k, 0);

however, by definition A*(x) is n-self-conjugate.
I hasten to indicate the main difference from the massless case. Note that a
unitary representation of the Poincaré group on the original space is given by

Ua, A)A*(x)U ' (a, A) = A*AY(Ax +a) = U (a, A)A*(x)U*(a, A).
This implies
[U™(a, MU (a, A), A"(x)] = 0;

therefore U is n-unitary. As N;, and thus 7, commutes with U — basically because
the longitudinal polarization transforms into itself under a Lorentz transformation

(Ak)”

A ek, 0) = = €"(Ak,0)

— the representation U is also unitary. This cannot be obtained in the massless
case.
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The commutation relations for A-field are of the form
[A¥(x), A"(M)] = ig""D(x — ),

as we wished for. We now employ a nilpotent gauge charge Q to characterize
the physical state subspace and eliminate the unphysical longitudinal mode. For
photons, the definition of Q is known to be

0= dPx (D - A) % u. (5.33)
xY=const

Let us accept that this is a conserved quantity, associated to the current
_ <>
Ju=1(0-A)0, u.
Obviously [Q, u] = 0. By use of the algebraic identity
[AB,Cly = A[B,Cly — [A, C]B,

nilpotency then is checked as follows:

2Q2=[Q,QJ+=—/

xY=const

5 <~ ) 3 <~
d°x[(0-A),Qldu=i d’xUu dg u = 0,

x9=const

because the ghost is a free massless quantum field, that is, satisfies the wave
equation.

The form (5.33) will not do for the massive case, as now, with ghost fields of
the same mass as A*, after a relatively long calculation involving the solution of
the Cauchy problem for u, we would obtain

5 . 3 <~ . ;3 <>
20 ZZ/ deuaouz—lm/ d’xu dyu #0,
x0=const x9=const

A suitable form of Q is reached by introducing a (Bose) scalar field with the same
mass, satisfying

O+m»)HB =0, [B(x),B(y)]l=—iDx—y),
and then

3 <>
0= d’x(@-A+mB) dy u. (5.34)
x%=const
I leave it to the reader to check this is a conserved quantity. Now we obtain
2 . 3 <> . 2 3 <>
20 21/ deuaou—i-lm/ d’xu dyu=0.
x%=const x%=const

In this way we have recovered the Stiickelberg field!
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In summary, the gauge variations are
sAH(x) =[Q, A¥()]x = i0 u(x),

sB(x) =[Q, B(x)]+ = imu(x),

su(x) =[Q, u(x)]+ =0,

si(x) = [Q, #(x)]+ = —i (8" Au(x) + mB(x)). (5.35)
With respect to the semiclassical analysis in Section 5.2 there is a slight change of
notation; the present one is more advantageous when dealing with quantum fields.
As expected, the BRS variation of the gauge field corresponds to substituting the

ghost field for the infinitesimal parameter of the gauge transformation.
I finish with a little collection of remarks.

* The ghost number of Q is precisely 1.
* In view of nilpotency of Q, finite gauge variations are easily computed. We have

Al (x) = e CAL ()™ = A, (x) —iA[Q, Au(0)] — 32710, [0, Al

Note that the last term is not zero. But certainly there are no higher-order terms.
* Only unphysical fields appear in the formula (5.34) for Q.
¢ A stronger BRS theory includes the anti-BRS symmetry 5, with the complete nilpotency
2 2 — §5 4+ §s = 0 [34]. The main role of 5 is to ensure the closure of
the classical algebra, at the level of Lagrangians. This is more or less unnecessary in

conditions s- = §

Yang—-Mils theories, but useful for instance in supersymmetric theories.

* It would seem that the foregoing analysis applies only to abelian fields. The cognoscenti
would in general expect in (5.35) extra terms in the first equality (covariant derivative
rather than the ordinary one) and in the third one (a ghost term involving the structure
constants). That is,

SAY(x) = [Q. A4(x)] = i Dyu(x),
su(x) = [Q, u’()]y = —5gf " u’ () (x).

However, it ain’t necessarily so. By just adding the colour index, one can think of (5.35)

(5.36)

as a first step, one in which self-interaction is neglected, for a non-abelian theory. In the
causal approach to QFT [30], one approaches interacting fields by means of free fields,
and then the two methods differ.

5.3.5 The ghostly Krein operator

For completeness, I include here a discussion on the charge algebra for ghosts. Let
f, denote an orthonormal basis of L?(H,,, dt,,(p)). Consider the charge operators

0= Y el (asens () = Y [ dun(prel (prasen o)

r,b,i b,i
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for A = (a;;) a2 x 2 matrix. This is defined on a common dense domain of Hgy,
bigger than D, which is mapped by the charge operators into itself. This map
represents gl(2, C), as

O(AB — BA) = Q(A)Q(B) — Q(B)Q(A); also Q(A") = QT(A).

(By the way, by 0f(A) we mean its restriction to D.) Taking for A the unit
matrix and the Pauli matrix o3, we respectively obtain the ghost number Ny, and
ghost charge Qg operators. The other two Pauli matrices yield ghost—antighost
exchanging operators, respectively called here I', 2. Their commutators with the
local fields u, i are

[Nen, u]l = —ii’,  [Ng, ii] = u';
[Qgn, u] = —u, [Ogn, ] = it
[T, u]l =1, [T, id] = u;
[, u] = —ii, [R,id] =iu.

The verification of this is an exercise. The generator of Ng,, which constitutes the
centre of the charge algebra, gives by commutation with u, i fields that are not
relatively local. We write down the following currents:

Jua () = it ) D u(e) (e = i) 9P )y,
<> <>
Ju(x) == iu(x) 0% u(x):, Ja(x) == i:i(x) 9% d(x):.

Again, jy,, is not a relatively local quantum field. They are related to the corre-
sponding charges in the usual way; one has, moreover,

F'=3(0u—0n), Q=5%0,+ Q.

We can consider as well operators T (¢'#) := exp(i Q(A)). They give a representa-
tion of the general linear group. It is T(B" = T(B)'. Also,

T(B)Q(A)T'(B) = Q(BAB™).

The theory with ghosts has to be constructed by using only the fields u, i, while
their adjoints do not appear at all; in this way the troubles with locality are avoided.
In massless Yang—Mills theories, say, one considers the interaction

Ty(x) = 5 (AL ADFM (x) + 1 A%uP 0" ) (x). (5.37)

This is invariant under gauge transformations generated by the differential opera-
tor (5.33). The u', ii" do not appear here. But then it is right to worry about unitarity.
The solution in gauge theories is as follows: n-unitarity of S together with gauge
invariance will imply unitarity of the S-matrix on the physical subspace.
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For the theory defined by (5.37), we have
n="na® g on H = Hjy ® Hgp.

We recall n4 is given by

dimG

na = 1_[ (=)Mo,
a=1

where Ny, is the number operator for gauge particles of G-colour a. The gauge

potentials AY are n-Hermitian. Grosso modo: we expect the n-adjoint fields ut, it

to enter 77, in order to have ng,-Hermitian quantities. The key is causality: the
latter Krein operator must be defined in such a way that u™, i are relatively local
to u, ii; we know u', T do not have this property. With all this in mind, we search
for the good ngp. Clearly, it cannot be relatively local itself, which is tantamount to
involving Ngy. A natural guess would be to take the (already much used) operator

E := exp(imNgp).
However, consider the ghost and antighost number operators:
Nj = 3(Ngh + j Qgn)
for j = 1, —1. They also have integer spectrum. Moreover,
E = ()" = ()M = ()0

so E cannot be the right choice. We consider instead

i
[:=(—)N1 =e2"V72) — T(g3).

This is indeed a symmetry. We do have Ic;(p)I = jc;(p), and it is then quickly
seen that

't =a, 1aftl =u;

so we have locality.

Though this is a perfectly sensible solution to the problem, 7} and Q are not /-
Hermitian. One could write different, equivalent expressions for the terms involving
ghosts in the Lagrangian (see the discussion in the next paragraph); but first we
submit to convention. Consider then

S =TW) =T (i(o1 +03)/v2) = T e +7/22)

and
Nen := SIS~ = T(oy) =iV ",
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Now we get
Nen€;i(PINgh = c—;(p)
and
ut =gt gy = u, @ = nenii'ng, = —il,
together with
" =T, ot =0.

An alternative definition for the ghost contribution in 77 would be given by
L ACub 9 i (x) instead of £ A% (x)
5 tAY : :AY ().

The two forms differ by a pure divergence term plus a Qg,-coboundary, that is, a
term of the form [Qgp, K]4. Therefore the first one remains gauge invariant. The
choice of it would allow the use of I as Krein operator, preserving all the good
properties. The second one is employed partly for historical reasons.

To conclude, let me comment again on the different behaviour of the Poincaré
group representation in the massive and the massless case. For the former, the rep-
resentation is always unitary, and commutes with all charges Q(A) and transforma-
tions 7' (B). Therefore it is n-unitary as well. However, for the gauge potentials in
the massless case the representation is not unitary, and 74 is introduced for reasons
of covariance.
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6
Large-N field theories and geometry

DAVID BERENSTEIN®

Abstract

This is a short introduction to the ideas of the AdS/CFT correspondence. In
order to be self-contained, the chapter includes an introduction to the study of
strings as geometric objects moving in spacetime and in particular their solv-
ability in flat space. I also mention why strings give rise to a theory of gravity.
D-branes are introduced as a collection of geometric objects where strings can
end. The low-energy dynamics of a collection of D-branes is explored in two
different ways, and this serves as a basis for a formulation of the AdS/CFT
correspondence: an equivalence between a gravitational formulation of the
dynamics and a gauge theory description. The problem of how to compare
observables between the two formulations is presented, and some basic aspects
of the representation theory of the superconformal group are explored, so that
one can have tests of the AdS/CFT proposal.

6.1 Introduction

Roughly ten years ago, the AdS/CFT correspondence was formulated by Maldacena
[20]. In its simplest example, the AdS/CFT correspondence states that a certain
four-dimensional quantum field theory that is made from gauge fields and some
matter content — a theory similar to the theory of strong, weak or electromagnetic
interactions — is equivalent as quantum theory to type IIB string theory (as a theory
of quantum gravity) on spacetimes that are asymptotic to a particular classical
solution of type IIB string theory, namely AdSs x S°.

This correspondence has not been proved. This is in great part because we do
not know what quantum gravity is. We believe that whatever it is, it will resemble

" Work supported in part by the DOE under grant DE-FG-02-91ER40618.
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semiclassical gravity in the regimes where one is close to a classical solution with
large radius of curvature. By comparison with these semiclassical calculations,
there is overwhelming circumstantial evidence that the AdS/CFT correspondence
conjecture is correct.

The purpose of this chapter is to give a basic introduction to the ideas of the
AdS/CFT and to how one accumulates evidence in favor of such a strong conjecture.
Obviously, if one learned how to cross systematically between the field theory and
the quantum gravity side, many problems related to quantum gravity might find a
solution in the dual field theory. Similarly, hard problems in quantum field theory
might find a simple solution if studied gravitationally.

Finding a way of comparing sides — finding the AdS/CFT dictionary, so to speak —
is a topic of research that has produced thousands of scientific papers and is an
active area of current research in quantum field theory and string theory. Here
we will just explore a tiny fraction of what is known. Unfortunately, there is no
modern comprehensive review of the status of the field. An aggregate of most of
the early evidence and literature of this correspondence can be found in [1]. A
recent introductory set of notes is also available in [23].

The reader is expected to know some quantum field theory (at the very least
the reader should be familiar with Feynman graphs and with elementary aspects of
gauge theories) and some basic ideas of gravity: some knowledge of what a metric
tensor is, and some basic aspects of coordinate changes and differential geometry.
Although it will be easier to read this review if one already knows string theory,
that is not required, and the basic ideas will also be introduced for completeness,
to motivate the constructions of the AdS/CFT.

6.2 Strings: a geometric dynamical object

To understand the ideas of the AdS/CFT correspondence, it is important to under-
stand first the notion of string theory as a theory of one-dimensional objects prop-
agating on a fixed spacetime. The main idea is to introduce the smallest number of
ingredients to obtain some sensible physical results and situations.

When we think of a string evolving in time, we imagine that we start with a
configuration of some (oriented) loop in space, with some initial velocities, after
which the loop will undergo motion given by some equations of motion. Usu-
ally in physical situations the equations of motion are derived from a least action
principle. That is, the equations of motion are derived by performing a calcu-
lus of variations on a functional of the trajectory of the string. These trajectories
describe a tubelike surface in spacetime. We call any such trajectory the world-
sheet of the string. The allowed trajectories are those that extremize the action
functional.
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We want to have a theory with relativistic invariance, as this is a symmetry
that we observe in nature. Thus spacetime should be endowed with a metric. For
simplicity we will take this metric to be flat, but this is not required. Thus, at our
disposal we have a metric tensor g, that describes how we measure distance and
time intervals. This will be fixed to a flat metric with a naturally adapted coordinate
system (z, X),

gu = —dt* + ) (dx'). (6.1)

1

With this information alone, we want to build the action functional describing
the motion of the string in spacetime. We want this action to use only the preceding
information: the trajectory that the string describes in spacetime (from some initial
to some final configuration) and the metric tensor g. We also want the simplest
possible action that we can write. In order to have dynamics depend on initial con-
ditions alone, the action should have the property that it is local in time, described
by some Lagrangian:

S— / diL. 6.2)

where L depends on finitely many time derivatives.

Because it is local in time, the fact that Lorentz rotations mix time ¢ and positions
x indicates that the action should also be local in positions and therefore should be
described by an integral over the worldsheet. Namely, we should have that

S = / d*c L, (6.3)

where L is some Lagrangian density, and the coordinates o (there are two of them,
o !2) are any convenient parametrization of the worldsheet of the string.

At this point, we are introducing a new ingredient. We are describing the world-
sheet by some particular coordinate choice on its worldvolume, and from what we
have written so far, this choice of coordinate frame might play an important role in
the description of the motion of the string. The assumption that is made in string
theory is that this coordinate choice is not physical, but just a mathematical device
to label the points on the worldsheet.

Thus, the Lagrangian density £ cannot depend on this choice, except as required
so that the full action is independent of this coordinate choice. From this idea, it
follows that £ should be a density on the worldvolume built from the trajectory that
the string describes, and it should depend only on g,, and the trajectory. This is
because we do not want to introduce any additional structure unless it is absolutely
necessary.
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The tensor g, is a tensor in spacetime, not on the worldsheet. We would like to
build out of g, a tensor field on the worldsheet itself. The natural way to do this is to
use the induced metric tensor on the worldsheet, which we will denote by g,y ~ 2.

The simplest possible choice for the action is the volume of the worldsheet
calculated in the metric g,. This volume form is given by

L~ —T/—detg.. (6.4)

We have introduced a numerical constant to restore proper units of action (energy
times time). The number T is called the string tension. For convenience, we choose
units where we set 7 to one. In principle, we could also consider other scalar
tensors built out of g multiplied by the volume density. For example, the Ricci
scalar would work. However, all of these are more complicated: one requires many
more computational resources to calculate the Lagrangian density itself. It is also
important to note that we have a minus sign in the definition of the square root.
This follows from the fact that the metric that is induced on the worldsheet should
be Lorentzian at every point of the worldsheet (the string evolves toward the future
in all coordinate frames). Thus, the determinant that calculates the square of the
volume form is negative. To have a real action, we need to take a square root of
something positive. This condition encapsulates the idea that the string propagates
to the future in all reference frames. Thus the total action is described by

S~ — | d*o/—detg,, (6.5)

which is the Lorentzian area of the worldsheet. This action is called the Nambu—
Goto action. The equations of motion that follow from it are very nonlinear. So
far, the fact that g is flat has not been important. However, if we want to solve the
equations of motion of the string, we need to make a choice of g, and this is where the
simplest choice that we can make matters. From the physical standpoint, having flat
space is a good approximation to the typical situations associated with accelerator
experiments; thus studying strings in flat space is useful for that situation.

This is the starting point for the study of the bosonic string. All we have to do
now is solve the dynamics and quantize the system.

Looking at the Nambu—Goto action, the presence of a square root complicates
the analysis and makes the equations of motion very nonlinear. It also makes the
process of quantization more difficult. It was found that quantization could be
carried in the light-cone gauge, but manifest Lorentz invariance is lost. As a matter
of fact, the quantum bosonic string theory can only be made to be Lorentz invariant
if the spacetime dimension is equal to 26. This calculation is beyond the scope of
the present review. The details can be found in standard textbooks on string theory
[13,26].
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6.2.1 The Polyakov string: more is the same

Given some of the conceptual difficulties in dealing with the Nambu—Goto string,
it is interesting to ask if there is a better formulation of the Nambu—Goto string
that makes quantization more straightforward and Lorentz covariant. Such a for-
mulation is due to Polyakov. The main idea is to introduce an intrinsic metric on
the worldsheet itself, which is independent of the induced metric g,. We will call
this metric hg. It is added to what we already have. In the spirit that we have been
working in, we are adding information that was not there before, so we are adding
complications to the description of the string.
Given & and g,, we can build a simple action for the embedding:

S = —/«/—deth hP gups ~ / V—deth Tr(h™'g,). (6.6)

If we want to be more explicit, we expand g, in terms of the embedding functions,
and we find that

S=/ V—deth haﬂaaX“aﬂX”guv(X)“/V_dethhaﬁaax“aﬂX“» (6.7)

where for the right-hand side we are using the simplifying assumption that the
metric of the space in which the string is moving is flat.

This action is called the Polyakov action for the string. What we see is that
in this more elaborate version of the string, the embedding functions X appear
quadratically in the action. So if 4 is fixed, we have a quadratic action for scalar
fields on the worldsheet (the coordinates X are just functions on the worldsheet
and not tensors). A quadratic action for scalar fields is what we call a free field.
Free fields are well understood, and it is easy to quantize them. So the advantage
of the Polyakov action is that the process of quantization is much more transparent
[27].

However, we have added the intrinsic metric A. If / is fixed a priori, the action we
have is called a nonlinear o -model (for g arbitrary). The idea of the Polyakov action
is that & should be treated as just another dynamical variable. Having # dynamical
means that we have to think of /4 as dynamical gravity in two dimensions. We could
also add an Einstein—Hilbert term for the action in two dimensions. This would be
an integral of the form

K / V—deth Ry, (6.8)

where Ry, is the Ricci scalar associated to the metric 4, and ¥ would play the
role of Newton’s constant. In two dimensions this integral is a topological quan-
tity: it is the Euler number density. It can always be written locally as a total
derivative, so the local variation of it with respect to & vanishes. Given a topology
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for a Riemann surface, the integral of /—det/ R gives the genus of the surface
times a normalization factor that depends on conventions for calculating the Ricci
scalar.

Thus, when we apply a variational principle to the Polyakov action, we can
ignore this term and focus on the Polyakov action (6.7). A quick calculation shows
that the equations of motion of & state that up to a scalar factor, the worldsheet
metric is proportional to the induced metric

hag = AM0)gapss (6.9

where X is undetermined. This might spell a problem, as we seem to have a degree
of freedom that cannot be fixed by the equations of motion.

The crucial observation for the resolution of this puzzle is that the action (6.7)
has more symmetry than just diffeomorphism invariance on the worldsheet. This
insight is due to Polyakov.

If we take a metric 4 and consider the action for the metric & = exp(A(o))h
instead of &, we notice that

\/ —det (h) = exp(A(0))y/—det (h), (6.10)

whereas for the inverse metric 2~! we have that
h=' = h*? = exp(—A(0))h. (6.11)

So when we consider the combination «/—det 2 A~!, we have that

(W) i = (y/=det ) . (6.12)

That is, the action and the dynamics are completely independent of these rescalings.
This should be interpreted as an internal symmetry of the system. These rescalings
of the metric are called Weyl rescalings. The Weyl invariance of the Polyakov
action suggests that we have a redundancy of the description: we have functions
that are undetermined by the equations of motion. This is a familiar property of
gauge theories. The Weyl rescaling should be treated as a gauge symmetry and not
a global symmetry of the system. What this means is that we are allowed to choose
A to be whatever is most convenient.

For simplicity, from the solution of (6.9), we can rescale 4 so that it is exactly
equal to the induced metric & = g,. Because we solved for & algebraically, we can
substitute it in the action and this process does not modify the equations of motion
associated to the embedding itself. If we substitute this value of £ in the action
(6.7), we recover the action (6.5), so at the level of classical physics we find that
the Polyakov action, with the gauged Weyl invariance, is completely equivalent as
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a dynamical system to the Nambu—Goto string. That is, the set of solutions of the
equations of motion (the critical points of the action) of the two systems coincide
exactly and describe the same object tracing the same trajectories in spacetime.

This process of adding fields to a theory without affecting the dynamics is called
adding auxiliary fields. It is a trick commonly used in supersymmetric theories as
well (see [30,31] for example), where the main role auxiliary fields play is that
they simplify the analysis if they are included.

6.3 Solving the Polyakov string

What we want to do now is solve the equations of motion for the string in flat space.
This will also help us quantize the string. There are some tricky aspects to how to
do this. One is that the metric / is Lorentzian, whereas for a random embedding
the signature of g, might be zero or two, depending on whether the worldsheet
is embedded in spacetime along a proper timelike direction, or is embedded in a
spacelike manner. This problem tells us that we cannot vary over all embeddings,
but only those that satisfy the right conditions. Given a fixed worldsheet, this is
easy to determine, but one might worry that some small variations of the fields are
not allowed because they would violate this condition.

The other complication that we might worry about is that Lorentzian two-
dimensional objects are more complicated than the Euclidean two-dimensional
objects, which are just Riemann surfaces and are well understood.

Because Euclidean surfaces are simpler than their Lorentzian counterparts, we
would like to analyze the same Polyakov action for Euclidean metrics and embed-
dings into an Euclidean space, as opposed to a Lorentzian space. The idea of why
this might work is that as far as the variational equations of motion are concerned,
these details do not affect the form of the resulting equations substantially (except
for the obvious minus signs that have to be omitted).

The theory of two-dimensional metric surfaces up to conformal rescaling is
mathematically well understood: it is characterized by Riemann surfaces and the
theory of complex structures on them. The appearance of complex variables will
also tell us that the problem we are studying is solved by analytic functions of
complex variables, and these are also well understood and simple.

This procedure of going to the Euclidean setup is a kind of analytic continuation,
similar to the familiar Wick rotation in quantum field theory that is used in the eval-
uation of Feynman diagrams. Unfortunately, it is not the case that any Lorentzian
metric, can be analytically continued to a Riemannian metric, and we need to be
careful about the way we do this. Because of the Weyl invariance this can be done
locally, and to the extent that the solutions of the equations of motions are written
in terms of analytic functions, the corresponding changes are reasonably easy to
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make. This process is sufficiently well understood that I can skip many details and
just give the final answers.

I will, however, describe how to solve the problem, so that the reader can get
acquainted with these techniques for use elsewhere.

6.3.1 The Euclidean setup

The idea is to analyze the Euclidean version of the Polyakov action.' This is given
by

S~ / d*o/det (W)hf gup.. (6.13)

We understand this as an action for the embedding of the string worldsheet into a
space that depends on some additional classical metric on the worldsheet. Because
we care about classical solutions at this point, once we decide that we are looking
at one solution in particular, we can make advantageous choices on that solution.

The main idea is to exploit the uniformization theorem for surfaces: any metric
on a Riemann surface is (locally) conformally equivalent to a flat metric. Given a
flat metric, with specially adapted coordinates !, o2, we have

ds* = (do')* + (do?), (6.14)
and we can consider the complex coordinate
14 .2
= o tio” (6.15)

2

plus its complex conjugate z. This is a choice of gauge. Recasting the metric in
such special coordinates can always be done locally. Globally one can show that
the Riemann surface is endowed with a global complex structure in this way; thus
one can talk about global holomorphic objects. We call such a local choice of
coordinates and Weyl factor the conformal gauge.

In these complex coordinates, the metric takes the form

ds* = 2dzdz. (6.16)
Thus we find that in this coordinate system the Polyakov action is given by
S ~ / d’z 9.X"9:X". (6.17)

The equations of motion for X*, having fixed n, are simple. We have that
9.0:X" = 0. (6.18)

! One should also consider that classical Euclidean solutions for field theories also describe tunneling processes
in the WKB approximation in quantum mechanics, so one should take these continuations seriously.
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We will simplify notation by using d ~ 3, and d = 9-. Thus the equation (6.18)
reads 90 X" = 0. The equation of motion for X is that the Laplacian of X vanishes.
Thus X is locally a harmonic function. For closed Riemann surfaces this would
indicate that X is constant. However, in string theory we have to imagine that the
Riemann surfaces we have correspond to setups for initial conditions. Thus the
global Riemann surfaces will end on corresponding “initial” data and “final” data
circles, and the functions X can be nontrivial.

If we have such a solution for X near a smooth point in the surface, then we can
decompose X as

X"(z,2) ~ X[ (2) + X(2). (6.19)

These two pieces will be called the left and right movers of X*. These should be
locally (anti)holomorphic in their domain of definition.” Also, if X is single valued,
then so are dX and d X. So the derivatives of X are globally (anti)holomorphic one-
forms.

Because we made a choice of gauge for / that eliminated it completely from
the Lagrangian in (6.17), we have assumed all along that we have a solution to the
equations of motion for /; but we still need to verify it after solving the equations of
motion for X. The consistency conditions for this to happen are called the Virasoro
constraints. They tell us that given a harmonic set of functions X*, the following
two equations must be satisfied:

T, = dX"aX" =0, (6.20)
To: = 3X*3X" = 0. (6.21)

These just state that the two components g,., and gsz, vanish, so that we indeed
have a solution as described by Equation (6.9). The tensor 7T is also the stress—
energy tensor of the fields X coupled to gravity. Here we find that two components
of T need to vanish to have a solution of the equations of motion.

Thus, solving the equations is technically easy, but we have to verify that a given
solution satisfies the constraints at the end.

6.3.2 Going back to real time: Fourier series and quantization

We now want to consider now how this solution of the string looks in a particular
coordinate system. To describe an initial and a final shape for a string, we need a
surface with two ends: a cylinder. We can imagine extending the cylinder infinitely
far towards the future and the past in a real time situation, so the cylinder is
represented by the complex plane z with identifications z = z + 27. Here it is

2 The functions X* can be individually multivalued, so long as their sum is single valued on the worldsheet.
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convenient to choose another coordinate w on C*, where w = exp(iz). In terms of
w, we have that

0y X (6.22)

is holomorphic and single valued everywhere in the complex plane (except perhaps
at the origin). Thus we can write d,, in terms of a Laurent series,

X
X" = > oy, (6.23)

n=—oo

and similarly for the right movers. We can integrate these and put the left and right
movers together (after transforming to the z variable) to find that

1 5
XM(z,2) =atz+b* +a*z7 + Z (o% exp(inz) + O% exp(inZ)) . (6.24)
n+#0
The requirement for X to be single valued forces us to have a = —a.

Now, let us split z into a real and an imaginary part,z = o +i7T. We will call T’
the Euclidean time. The metric (up to a rescaling factor) for the cylinder is given
by dT? + do?.

We notice that in this metric we can do an analytic continuation 7 = it, and it
becomes

dT?* + do? — —dt* + do>. (6.25)

This analytic continuation takes z — o = o0 — T and Z — 0+ = o + 7. In these
equations the complex conjugate variables z, Z become two independent real vari-
ables o1. We also carry out this continuation in the solution to the equations of
motion and then impose that the X are real coordinates. This should be done after
the analytic continuation.

The solution for the Lorentzian problem can be written in the form

al/v &M
XMo,t)=prT+b 4+ ) (—" exp(in(oc — 1)) + — exp(in(o + r))) ,
n n
n#0
(6.26)
which we interpret by saying that we have waves moving to the left and to the right
on the worldsheet, whose mode amplitudes are the o, . We have also relabeled the
coefficient a”* ~ —a* as an equivalent variable p*. To this formal solution, we still
need to add the Virasoro constraints, which tell us what solutions are acceptable.
These end up ensuring that the string propagates forward in time in all possible
coordinate systems.
This represents the complete solution of the bosonic string in flat space.
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Now, the numbers p* denote the velocity of the string center of mass on all
coordinates with respect to the parameter 7. One can show that the total momen-
tum of the string is proportional to p*, so p* can be interpreted as the total
momentum carried by the string.

If we integrate the Virasoro constraint on a slice of the string, we find that
(schematically)

f T,y = f 9 XHa XM ~ Z o+ Z gwoala’, =0. (6.27)
n#0

The quantity p*p, = —m? is the relativistic mass of a particle. We see that the
mass is determined by the amplitudes of oscillation of the different modes; indeed,
the sum in (6.27) is the energy stored in the oscillators (remember that 7 is the
stress energy tensor on the worldsheet, so the integral of T is the total energy).
A similar statement holds for the left movers: 7__ = 0 implies the same type of
constraint for o <> &.

When we quantize the string, the coefficients of the general time-dependent
solution are interpreted as quantum operators. Because solving the string is equiv-
alent to solving a wave equation, the amplitudes of the modes of the wave end up
giving us an infinite set of harmonic oscillators. This is the standard quantization
of a free field on a circle. The coefficients of positive-frequency solutions are rais-
ing operators, and the coefficients for negative-frequency solutions are lowering
operators. We can also read the energy of each oscillator from its frequency. The
energy is given by an integer n times some standard frequency.

That means that once we take into account quantum corrections, the spectrum of
values of ) £0 guvon o, consists basically of the set of integers, and the possible
masses of strings are quantized (I will explain this in some more detail in the next
subsection). In this way the string produces an infinite tower of unitary representa-
tions of the Lorentz group labeled by an integer N (the mass squared of the asso-
ciated one-particle state). We call this integer number the level of the string state.

6.3.3 Massless particles and superstrings

The spectrum of the string is formally calculated by Equation (6.27). However,
the infinite sum over n has operator ordering ambiguities (these are standard), and
although the difference in energy between different levels is well defined, we still
need to know the energy of the ground state. A derivation of the correct value of
the energy for the ground state is beyond the scope of this paper. It is a standard
calculation in string theory textbooks [13,26]. For us, the important thing is that
up to normalization constants

m? ~ (N — 1). (6.28)
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The units of mass are determined by the string tension 7 and 7; the exact numbers
depend on conventions. Here we are ignoring these and setting various coefficients
to one.

The ground state is characterized by no oscillator excitations, N = 0. The mass
squared of the associated particle is negative. Such a particle with negative
mass squared is called a tachyon. In relativistic quantum field theories a tachyon
signals an instability of the vacuum, not the presence of particles traveling faster
than light. This means that the bosonic string is being expanded around an unstable
vacuum and should not be used to describe nature, but instead as a model for strings
in a slightly unphysical situation.

The next set of states correspond to N = 1. These are characterized by massless
representations of the Lorentz group. Massless representations of a given spin
have generally fewer polarizations than their massive counterparts. The missing
polarizations usually signal some additional gauge symmetry of the system.

For the case at hand, the spectrum of massless particles gives rise to tensors with
two indices that are transverse (more details can be found in [13,26]) and a scalar
field. These can be associated to spacetime tensors that describe the quantum fields
that such particles generate. These are three different quantum fields

h/l,lﬂ B/LU’ ¢7 (629)

a symmetric traceless two-tensor, an antisymmetric two-tensor potential and a
scalar field. The field ¢ is called the dilaton, and its vacuum value describes the
strength of the string interactions, g, ~ exp(—¢). The antisymmetric potential B,,,
is a generalized Maxwell field, with a gauge invariance of the type B — B + dA,
where A is a one form. The charged objects under B are the fundamental strings
themselves. Finally, we have a symmetric traceless two-tensor, with a linearized
gauge symmetry. This massless particle is of spin two. It is generally understood
that consistent interactions of a massless spin two particle to matter require a
conserved tensor to couple to. The symmetry requirements for such a consistent
coupling lead to a generally covariant theory, and one then finds that the excitations
associated to h,, are gravitational waves. A good discussion of these issues and
their history can be found in [29]. In the case of string theory we obtain quanta of
gravity in the flat background.

Standard calculations in string theory show that the conditions that make the
string theory consistent quantum mechanically lead to Einstein’s equations coupled
to matter (represented by the dilaton and the antisymmetric tensor). In this way we
find that the interacting quantum bosonic string requires (predicts) gravity. Beyond
this analysis, for N > 1, we have a lot of different massive particles.

We are interested in what follows in understanding the low-energy limit of
the string theory. This limit is characterized by only keeping the light particles
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(the massless particles in this case, as we have no other parameters that make
some particles light compared to the others) and studying scattering process where
the center-of-mass energy of the scattering problem is much smaller than the
masses of the states that we are ignoring. This requirement guarantees that heavy
particles cannot appear in the final products of the scattering process, as there
is not enough energy to produce them. We therefore have to worry about a few
states, and their interactions. These states, being massless, will not decay further
once they are produced. This limit is a simplification that is justified by the fact
that the scale characterizing fundamental string energies is high: we have not seen
the characteristic spectrum of a string theory for fundamental particles in particle
accelerators; thus in practice this is an experimental constraint.

The main technical problems with the bosonic string are two: first, we have the
tachyon state, and this presents problems in that it is interpreted as an expansion
around an unstable vacuum configuration that is largely irrelevant for physics.
The second problem is with our understanding of the phenomenology of particle
species. In nature it has been noted that particles can arise both in tensor (boson
particles) and in spin representations of the Lorentz group (fermions). However, in
the spectrum of the bosonic string there are no fermions. Thus the bosonic string
fails to explain why an electron is both light and a fermion. In string theory at weak
coupling the lightest particles that are not massless are string excitations.

A way to solve this problem of particle species was found by enlarging the
symmetry group of the string worldsheet and requiring that it have supersymmetry.
One could then also consistently remove the tachyon from the physical spectrum.
The final result is a theory in ten spacetime dimensions (the extra symmetries of
the string change the number from twenty-six to ten), and it has massless particles
of spin 2 and massless particles of spin 3/2. Their consistent coupling gives rise to
a supergravity theory.

Beyond this, there are four closed supersymmetric string theories in ten dimen-
sions, depending on various choices. We will be interested in the type II theories.
These have two supersymmetries in ten dimensions (a total of 32 supercharges,
transforming as two spinor representations of SO(9, 1)). Because supersymmetries
in ten dimensions can be Majorana—Weyl, the supersymmetries carry a handed-
ness (chirality). This has two possible values. The type IIA string theory has two
supersymmetries of opposite chiralities, so it is not chiral. Its effective action is
the dimensional reduction of eleven-dimensional supergravity on a circle. The type
IIB string theory has two supersymmetries of the same chirality. The theory at low
energies is given by type IIB supergravity.

Apart from the dilaton, the graviton and the antisymmetric B, tensor potential,
the type II theories also contain other generalized antisymmetric tensor potentials
A ... These depend on the chirality of the string. For type IIA strings we get odd
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forms, and for type IIB string theory we get even forms:
Type IIA A/Lv Auvp» A,LLU,O(T‘[a L] (630)
Type IIB: A, ALy, Apvpos - - - (6.31)

These are also called Ramond-Ramond (RR) fields. The symmetry that these
higher form fields have is similar to that of electromagnetism. Here, configurations
where A — A + d A (in form notation) are to be considered equivalent by a gauge
transformation.

Having these potentials suggests that there could be charged extended objects
under their gauge symmetries. For such an extended object, their action would have

a coupling of the form
/ A,. (6.32)
M

This generalizes an electric coupling of a particle of charge e to a potential
Sem ~ e [ A~ e [ A,dx", where the integral is over the worldline trajectory of
the particle: this is the pullback of the one-form A to the worldline of the particle.
The generalization has us integrate the pullback of A to the worldvolume of the
corresponding charged extended object. These possible extended objects are not the
fundamental string and should be considered as nonperturbative excitations. More-
over, there is a self-duality constraint, so that the field strength of degree p is dual
to the field strength of degree 10 — p. Thus F, = dA,_| ~*Fio—, =*dA1o—p—1.
This is a situation where the objects charged under A,_; are the electromagnetic
duals of objects charged under Ajo_,_;. For the special case p =4, we have a
self-dual field configuration.

One of the most important realizations of string theory is that such objects are
tractable and can be studied in great detail [25]. They correspond to a very special
class of defects called D-branes. We will now explore these objects.

6.4 Open strings and a stack of branes: setting up
the AdS/CFT conjecture

The first thing we need to do is describe what a D-brane is. Technically, we think of
a D-brane as a defect in spacetime. A D-brane modifies the dynamics of strings by
allowing strings to end on it. Thus a D-brane begins its life as an abstract object that
is described by the geometric locus where strings are allowed to end. At this level,
it seems that we are adding these objects by hand to the theory of closed strings.
We can add more than one D-brane to a given spacetime. Strings are allowed to
have ends on different D-branes. The strings that have ends on a D-brane are called
open strings. In order to have a simple setup, we require that the D-branes extend
infinitely in time and that they do not move, and we also require that they be
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embedded as flat sheets in space (they are defined by hyperplanes containing time).
This restriction is the same type of simplification associated to choosing flat space
as the first place to start understanding strings. If we have more than one brane, we
also require that they be parallel (and not moving with respect to each other).

Similarly to the case of closed strings, we can try to solve for the spectrum of
the open strings, by using the same variational principle (the Polyakov action).
This has to be supplemented with restricted variations at the boundary, so that the
ends of the strings are located on the D-brane. The equations of motion of the
string in the bulk are the same as before and can be solved similarly to those of the
closed string. Our task is to find the relations between the coefficients of the formal
solutions.

If a string has end points, we can choose these to be located at fixed values of the
worldsheet coordinate o that we introduced to find a mode expansion in Equation
(6.26). The variation of the action given in the conformal gauge (Equation (6.17))
for a coordinate X* gives

SSN/VX“V(SX“ (6.33)
R

and needs to be integrated by parts in order to get unrestricted variations without
derivatives. We then find that the variation to the action,

88 ~ /(—VZX“)(SX“ +/ SXM . VXM, (6.34)
R OR

has two contributions. The first one gives rise to the equations of motion. The second
comes from the boundary of a region where we are doing the variation. We have
two options to make the full variation of S vanish and to obtain a good variational
principle. We can restrict VX* so that it vanishes, and therefore be allowed to
treat § X" on the boundary as a free variation. This type of boundary condition for
the preceding partial differential equation is a Neumann boundary condition. The
other option is to restrict § X* so that it vanishes. This second boundary condition
is a Dirichlet boundary condition. For the problem of the branes as described,
we realize that the variations for the coordinates that lie along the branes have
Neumann boundary conditions, whereas for those directions that are orthogonal to
the brane we get Dirichlet boundary conditions (the end coordinates are fixed on the
corresponding hyperplanes, so the corresponding §X | have to vanish; otherwise
the end of the string would be separated from the brane). It is only when the branes
correspond to flat hyperplanes that the boundary conditions are so simple.

Given these boundary conditions, it is straightforward to quantize the open string,
and one finds a similar solution to the closed-string spectrum: In the open string
the boundary conditions relate the coefficients o) and &@,". If a string is suspended
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between two different branes at positions a, b, then the left value of a coordinate
X% = a is different from the value on the right end of the string, X* = b. This
means that in the classical vacuum of the string there is a gradient, and this gives an
additional contribution to the mass squared of the ground state that is proportional
to |a — b|?, namely

2 1 2
m? ~ Z(N = 1) + pla — bI*. (6.35)

The factor of 1/2 in that equation is to indicate that the numbers one obtains for
m? are half integers between the squared masses of the closed strings (these are
integers in the convention of Equation (6.28)). The quantity 8 can be calculated
precisely; we do not need the exact details.

Again, we notice that if the branes coincide, namely a = b, we have a tachyon
state for N = 0. For N = 1 we now get a massless spin one particle A,. Just as
the number of polarizations of a massless spin two tensor particle is smaller than
for massive representations, so also for vector particles. These massless spin one
particles must have a symmetry that removes the unphysical polarizations. This
symmetry is the symmetry of a gauge theory. Thus the vector particle degrees of
freedom should be interpreted as a connection on a principal bundle. The gauge
theory for N D-branes is usually U(N). The strings have labels that remind us
on which D-branes they begin and end, and if we have N objects, the degrees of
freedom can be accommodated in an N x N matrix.

Open strings interact by joining at their ends or by splitting at the D-brane.
It is easy to show that the scattering amplitudes that one constructs for massless
spin one particles coincide with those of the Yang—Mills perturbation theory in the
low-energy limit (one only scatters massless particles with a small center-of-mass
energy). Thus the effective action of the massless particles at low energies is iden-
tical to the Yang—Mills theory. The Yang—Mills theory is part of the fundamental
structure of the standard model of particle physics. We see here that the D-branes,
which are described as geometric objects, carry information about ordinary quan-
tum field theories that we are interested in for describing physical phenomena that
we observe in nature. Thus the D-brane setup geometrizes quantum field theories.

For example, we see that the D-brane positions must correspond to quantum
fields. This is shown as follows: A D-brane in some location spontaneously breaks
translation invariance in 26 dimensions. When one breaks a global symmetry,
there is always an associated massless particle. Such particles are called Goldstone
bosons. There is one such massless degree of freedom for each brane we have,
because in perturbation theory the D-branes are treated as independent objects
whose intrinsic degrees of freedom (strings with both ends on a given D-brane) are
independent of the presence of the other D-branes.
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When two D-branes coincide, we get extra massless particles, and they appear so
that we get a2 x 2 matrix of massless particles. However, from Equation (6.35) we
notice that the vector particles become massive when the D-branes are separated.
For this to happen, the vector particles need to acquire an extra polarization. This is
provided by “eating” the Goldstone boson degrees of freedom for the off-diagonal
entries of the matrix. This phenomenon is the standard description of spontaneous
symmetry breaking in gauge theories: the Higgs mechanism. What we see from
this example is that the Higgs mechanism can be understood geometrically, and
that the masses of the associated W bosons (the massive off-diagonal vectors) can
be computed by geometric manipulations.

Again, the presence of open string tachyons complicates the analysis, making
the configuration around which we are expanding slightly unphysical. For the same
reason as given previously, the analysis improves if we consider superstrings. For
type IIA string theory, we find that the spectrum on a flat D-brane has no tachyons
if the D-brane is a flat DO, D2, D4, D6 or D8 brane. A Dp-brane is a D-brane whose
worldvolume has p spatial directions and one time direction. For the type 1IB
theory theory, the flat D-branes are tachyon free if we have D1, D3, D5, D7 or D9
branes. A pointlike D-instanton is also supersymmetric in type IIB string theory.

Indeed, the spectrum of particles on these special Dp-branes preserves half of the
supersymmetries of the ten-dimensional type II theories in the absence of branes.
Which half of the supersymmetries are preserved depends on the orientation of
the brane. A brane with the opposite orientation will break the opposite half of
the supersymmetries (we will call these antibranes). If we put a brane and an
antibrane on top of each other, then there is a tachyon for the open strings stretching
between them. If we put two D-branes of the same dimension on top of each other,
we get no tachyon, and supersymmetry is preserved. Indeed, one can show that
even if we separate a pair of parallel branes, they still preserve supersymmetry:
the off-diagonal strings stretching between them also come in multiplets of the
supersymmetry, as well as the interactions.

Thus, at the price of introducing supersymmetry, we can have a physical D-brane
configuration that is stable and serves as a geometric toy model for a quantum field
theory of particle physics. Complicating these configurations by using various
branes, many people have tried to construct D-brane realizations of the standard
model of particle physics (a recent review can be found in [10]).

6.4.1 The low-energy limit

Now, we want to take the low-energy limit of a collection of D3-branes in type
IIB string theory stacked very near each other or on top of each other. We
choose to work with D3-branes because those correspond to a field theory in four
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spacetime dimensions. This is the closest setup to physical reality in this simplified
scenario.

We want to choose an energy scale £ with respect to which we will measure
all other energies. In natural units, this also corresponds to a unit of length 1/E.
We also have the string scale, which is characterized by the string tension 7' or
the string scale £, with T ~ £;2. To take a low-energy limit, we want to consider
processes at a center-of-mass energy of order E, and we want this to be small
compared to the string scale. Namely, E{; = € < 1. In the end we want to take
the limit where ¢ — 0, if this is possible.

If the typical separation between the collection of branes is Ax, then the mass
of the lowest-lying string modes between the branes is of order

[Ax|
T e

(6.36)

We want this quantity to be of the same order of magnitude as E. Thus, we should
have that |Ax| ~ E E? ~ €l, so when we take ¢ — 0 we want to take the limit in
such a way that the D-branes are very close to each other.

The other string states stretching between branes will have energies of order £; !,
so they can be safely ignored, because they will not appear in the end products of
any scattering process involving energies of order E.

We want to keep all of the open string states whose energy is allowed. This set
includes only the lowest-lying states of the open strings — the massive W bosons,
for example. We have a U(N) Yang-Mills theory, and we have 16 supersymme-
tries (this corresponds to having four distinct spinor supersymmetries, also called
N = 4 supersymmetry in four dimensions). This tells us that the low-energy theory
of open strings is characterized by the ' = 4 supersymmetric Yang—Mills theory,
plus stringy corrections. These corrections have to be in the form of polynomials
in powers of the energy, divided by the masses of the string particles. That is, the
corrections are of order ) _, _, ax(E £,). Because we are taking e to zero, in the low-
energy limit the string corrections vanish, and the problem reduces to ordinary quan-
tum field theory in four dimensions, with the requisite amounts of supersymmetry.

We now need to worry about the closed string states, because these also have
massless particles (for example, the graviton). The closed string emission is also
suppressed by powers of E{; = €. This is typical of gravitational interactions,
which are proportional to the energies of the objects that interact. So in the limit
we are taking, the closed string degrees of freedom do not contribute, because it is
extremely hard to produce them. When we take ¢ — 0, the production of closed
strings goes to zero. We call such a type of limit a decoupling limit. We find in this
way that the only degrees of freedom that survive are those of the ordinary N' = 4
SYM theory, with ordinary quantum field theory interactions.
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The N' = 4 SYM theory is essentially unique [30]; thus, given the gauge group,
the Lagrangian of the theory is characterized by a unique parameter: the coupling
constant of the theory, gyy. This is closely related to the open string coupling
constant gyy ~ gopen- The closed string coupling constant g; is of order ggpen.

The ' = 4 SYM theory is very special. It is superconformal [30] for any value of
the coupling constant. This means that many quantities do not receive quantum field
theory renormalizations, and the coupling constant of the theory does not run. This
is often stated by saying that the beta function for the coupling constant vanishes
(B(gym) = 0), or that the theory is at a fixed point of the renormalization group. If
the distance between the branes is zero, then all the W bosons are massless, and
the theory is nontrivial (the interaction strength does not vanish at small energies).
This special vacuum has no scale associated with it, and corresponds to an exact
superconformal vacuum. If the branes are separated, then there is a natural mass
scale in the problem: the mass associated to the W bosons (the separation between
the branes). The mass scale implies that superconformal invariance has been broken
spontaneously.

6.4.2 A different point of view: gravity

We now want to think about this same system of D3-branes from a different point of
view. We want to analyze it from the gravitational point of view. As we previously
discussed, the D3-branes are defects in a theory of gravity. The fact that they are
defects means that they should have a mass, or tension (energy per unit volume).
The tension of the D3-branes is of order 1/g, in string units [12,25]. Thus the
D3-branes weigh, and they bend spacetime. Because we know that we can put the
D3-branes at finite distance from each other and that we preserve supersymmetry,
this means that the D3-branes can stay at fixed distance from each other. In order
to do this, the D3-branes must interact with other fields than just gravity (gravity is
universally attractive), and the interactions must be carried by massless particles,
because otherwise gravity would win at long distances. The other massless degrees
of freedom are members of the supergravity theory, and the only option is the
fields A,,,... These are generalized electromagnetic fields. For parallel branes,
these interactions must be repulsive, and they must balance gravity exactly. Thus,
the branes are charged under these generalized potentials, and their charge must be
related to their tension for this balance of forces to take place. If Q is the charge
density and 7" the tension, we must have that

O~T. (6.37)

Equalities between tension and charge of objects like these are usually a con-
sequence of supersymmetry, and in this case they saturate an inequality of the
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form
T > Q. (6.38)

These inequalities appear in two ways. In one form, they are a consequence
of unitarity of the corresponding quantum mechanical theory in the presence of
supersymmetry. The other way in which they appear is in the study of charged
black holes that carry the corresponding charges. The inequality is then related to
the absence of naked singularities in the gravitational theory.

Given that the D3-branes are massive, they deform the geometry of spacetime
around them. This is because string theory is a theory of gravity, and massive
objects necessarily distort the geometry of spacetime, as described by Einstein’s
equations for the corresponding theory.

Indeed, we can solve for the metric of the full ten-dimensional spacetime metric
in the presence of the branes. This was first done in [17]. To understand the
metric, we notice that we have rotational invariance in the directions transverse
to the D-brane. Moreover, we have Lorentz invariance in the directions parallel to
the D-brane. We can choose a coordinate system in spherical coordinates in the
transverse directions, and a flat system of coordinates along the D-brane, so that
everything can be written in terms of a radial variable alone. We define the radial
variable so that the radial plus angular coordinates appear in the metric in the form
g(r)(dr? + r’dQ2). Such a coordinate choice is always possible. The full solution
for all the branes on top of each other is

ds* ~ f7dx] + f'P(dr + rPd93), (6.39)
where
4w (N/g)g> A7 Ng,

The object f carries the information of the tension of the brane in its asymptotic
form for r — oo. The mass density is of order N/g;, whereas the gravitational
constant is of order of the closed string coupling constant squared, g. Thus, Ng;
is the gravitational constant times the mass density of the D-branes.

The solution is characterized by a constant dilaton field (the strength of the
string interactions does not depend on the location in the full spacetime). Thus,
even near the brane, where spacetime is substantially curved, closed strings are
weakly coupled in the full geometry.

The solution written down in [17] is similar to a black hole, but there is no
horizon. It appears as an extremal limit of charged-brane black hole solutions.
Also, the apparent singularity at r = 0 turns out to be a coordinate singularity and
not a metric singularity.
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We can actually see from the metric that the locus » = 0 is at infinite distance
(we count this distance at constant-time slices in x;). Thus the length of a curve
starting at r and going to zero is given by

li f gy ; dr .. _
im f7(r)dr ~ lim | — ~ lim log(a) = oo. (6.41)
a—0J, a—>0J, r a—0

We also have a similar property to a horizon: In the region near r = 0 one can
have arbitrarily large red shifts: we compare how proper time ticks at » with how it
ticks at infinity. This is done by examining the ratio of gtl/ ? between r and infinity,
which when r is small scales as

R(r) = m ~ (6.42)
This is the amount of time that one second of proper time at r corresponds to in
global time (the proper time at infinity). Thus, near the brane, time slows down
arbitrarily, just as in the region near event horizons for a Schwarzschild black hole.

Because of large red shifts, placing a massive particle of mass m at rest near
r =0 will add a total amount of energy to the gravitational system of order
m/R(r). Thus, even for very massive states — let us say, heavy closed strings — if
we place them sufficiently close to the horizon, the amount of energy that we have
added to the system can be made arbitrarily small. Moreover, these particles cannot
escape to infinity, as at infinity their energy would be of order m. We find that heavy
massive particles very near the branes are bound to them and carry little energy. As
a matter of fact, we can place the massive strings at sufficiently small values of r
so that the energy of the massive string is less than E, as described in the previous
subsection.

Thus, from the gravitational point of view we have a way to get a low-energy
limit of physics near the stack of branes that looks completely different than the
low-energy limit of the open strings.

We can expand the metric near r = 0, by noticing that in the function f, the
term 1 becomes irrelevant. Thus, near r ~ 0, we can replace f by 4w Ng,/r*. With
this substitution the metric becomes

2 2
2 of T ) dr 2
ds? ~ R <—R4dx” + T +d§25> , (6.43)

where R is given by /4w g, N. If we introduce the variable y = R?/r, we find that
the metric takes the form

dx} + dy?
ds* = R? ('—2y +dQ? ), (6.44)
y
where R measures the radius of the metric in string units. The end metric is
simple, and it is the product of a five-sphere of constant size and a homogeneous
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space, which is called five-dimensional anti-de Sitter space, AdSs, in the physics
literature. It is the analytic continuation of the homogeneous hyperbolic space of
five dimensions to Lorentzian signature. The near-horizon metric of the D-brane
system is thus AdSs x S°.

So far we have described the low-energy physics of the branes in two different
ways: massless open strings stretching between the branes, and closed strings in
the near-horizon geometry. The AdS/CFT conjecture [20] is that these two points
of view on what constitutes the low-energy physics of the branes are completely
equivalent to each other as quantum systems. When the conjecture was formulated,
the evidence presented in favor of it was mainly the fact that one could calculate the
absorption of massless closed strings on the D-branes by studying the production of
open string states, and that this computation gave the same answer as the absorption
of massless closed strings by the deformed geometry [14, 19].

Moreover, in [20] it was shown that both systems, the near-horizon geometry
and the field theory, have the same symmetries: the isometries of the metric are
identical to the global symmetries of the field theory. This is a requirement for the
equivalence to be able to hold. I will explain this in more detail later on.

We now want to understand when to expect the gravity approximation to be
good. This requires that strings interact weakly, so that the closed string coupling
is tiny (g; < 1). We also want the radius of curvature of the metric to be large in
string units. Thus R should be large. Because R ~ /4w g, N, we need g;N to be
large. Because g, ~ glz, v 1n the field theory this requires that the quantity gy, be
small, but that the quantity A ~ g2,,N be very large. Thus, N should be taken to
be very large for gravitational physics to dominate the physics.

We see the appearance of a large number N of colors, and of the quantity
A~ g% w N, also called the 't Hooft coupling constant [28], which needs to be
large. The expansion around N = oo was introduced by 't Hooft by noting that the
Feynman diagrams of all these theories are similar. He found that, if one carefully
kept track of how they differ, the perturbation series for particles physics amplitudes
looked like

A~y a (g7 NY' (N7, (6.45)

where each graph could be interpreted as a skeleton of a Riemann surface. The
quantity 2g is the genus of the corresponding surface, and n roughly counts the
number of vertices in the diagram. For n large, we get fine meshings of a Riemann
surface, and this suggests that if we can perform the sum over n exactly, at strong
coupling the theory is dominated by infinite n. That is, the skeleton can be expected
to form a continuous mesh on the Riemann surface. This is similar to how one would
imagine a string theory to look, where the string coupling constant is roughly
g~ 1/N2.
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The strings of ’t Hooft in the AdS/CFT proposal are supposed to be exactly the
fundamental type IIB string in higher dimensions. The AdS/CFT setup was the first
case where a precise string theory dual to a four-dimensional gauge theory was
found, in the sense of "t Hooft. This knowledge makes the proposal more plausible.

6.5 Making sense of it all: observables in CFT and gravity

Now that we understand the basic premise of the AdS/CFT correspondence con-
jecture, we would like to make calculations both in field theory and in the string
theory and to set up a comparison between them so that we can verify the conjec-
ture. We need to ask about the nature of physical observables on both sides of the
correspondence.

Let us begin with the field theory. The typical calculation that one does in field
theory is to describe a scattering process. This is usually done by calculating the
S-matrix of the theory: the probability amplitude for an initial state of m particles
that are far apart from each other in the infinite past to evolve to a configuration of
n particles that are far apart from each other in the infinite future.

However, this object does not exist in an interacting conformal field theory. The
reason is that conformal field theories are theories of massless matter. In essence,
one can radiate ultra-small amounts of energy on a single particle, and this would
escape our detection in the laboratory. Such processes lead to infrared divergences
from soft gluon and collinear amplitudes.

It is convenient to formulate the problem of observables in the conformal field
theory in a different way. The idea is first to do a Wick rotation on a Euclidean
field theory, after which we would analyze this theory by studying the Green’s
functions of allowed operators.

The simplest such operators are local gauge-invariant operators O(x). Thus, one
would want to compute general quantum averages

(Ol(xl) T On(xn», (646)

where the averages are analyzed on the vacuum state. The infrared divergences are
eliminated because the operators are at finite distance from each other.

One would want to have a complete set of such Green’s functions define the
theory. One usually expresses this collection of numbers via a generating functional
for Green’s functions,

1 @ %
Zlal~} ( / a1<x>01(x)) s ( / Okm)) (6.47)
= exp (Z / ak(’)k(x)) . (6.48)
k
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This is to be interpreted as a formal series. The correlations are recovered by
differentiation of Z with respect to «. The « variables are sources for the operators,
and they can be thought of as generating infinitesimal deformations of the theory
by the operators O. Most of these cannot be integrated to a function.

In the gravitational theory, we have a different problem. The theory of gravity is
invariant under general changes of coordinates. If we have a quantum state where
many geometries are superposed, there is no invariant meaning of a position: there
is no unique way to compare coordinates between different geometries. Thus, we
require that the observables be diffeomorphism invariant.

Diffeomorphism-invariant observables are typically nonlocal — for example,
integrals of densities over the whole space and time. These numbers can be com-
pared between different geometries with ease.

In the classical limit, we would want to analyze semiclassical solutions to the
gravity equations of motion against the AdSs x S° background. Because we want
to compare with the Euclidean quantum theory, we would need to solve the super-
gravity equation for the Euclidean signature. Thus, the AdS space becomes a global
hyperbolic space (this can be represented as the Poincaré disk or the upper half
plane in higher dimensions). Generally, one solves some elliptic differential equa-
tion problem on the space. If one insists that variations vanish at the boundary of the
disk (that the solution is normalizable), one finds that there are no such solutions.
Thus one needs to relax the requirement that the field variations in gravity vanish
at the boundary of the disk. This can also be interpreted as having sources for
gravitational fields on the boundary.

Indeed, the boundary is infinitely far away from any point of the interior. To
bring infinity to finite distance, we need to perform a conformal rescaling of the
metric. If we do this with the five-sphere as well, we find that the S will shrink to
zero size at the boundary. Thus the conformal boundary of Euclidean AdSs x S°
is a four-sphere (or R*). This is the same topological space as the space where we
insert sources in the field theory.

Also, it is known that to leading order the closed strings couple to the field
theory (open string) degrees of freedom via a disk diagram. This is approximately
described by a local operator insertion at the position where the closed string is
located. Thus, it seems natural to identify the sources in the field theory partition
function with the boundary conditions of the gravity.

The proposed dictionary between the field theory and the gravitational dual is
that [15,32]

Zla] = Z[g]lsg(00)~a- (6.49)

The left-hand side is the generating functional of correlators in the field theory. The
right-hand side is the partition function of gravity subject to the modified boundary
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conditions. This second formulation is similar to an S-matrix: at infinity all points
are at infinite distance from one another, so boundary conditions at different points
in the boundary are essentially decoupled: they do not interact with each other. We
still need to set up a precise dictionary between the boundary conditions and the
sources if we want to compare the two sides.

This is what we hope to match precisely between the conformal field theory side
and the gravitational side. Notice that the gravitational side is an on-shell descrip-
tion: we only allow configurations that satisfy the (possibly quantum-corrected)
equations of motion of gravity.

6.6 The operator state correspondence, the superconformal group
and unitary representations

So far I have described the observables in the conformal field theory in a very
abstract form. If one is to have a quantum mechanical equivalence between gravity
and the conformal field theory, one should also have an equivalence of the Hilbert
space of states between the two formulations. Such Hilbert spaces are characterized
by the unitary representations of the symmetry algebra. In essence, to test the cor-
respondence we would need to show that the representations of the superconformal
algebra are in one-to-one correspondence between the gravity side and the field
theory side.

However, we have set up the problem in the conformal field theory in terms
of operator insertions, a very algebraic point of view, rather than in terms of the
Hilbert space of states of the conformal field theory. Fortunately, these two points
of view are equivalent.

The main idea is that an operator insertion at the origin O(0) at the classical
level acts as a source for the fields. That is, solutions of the field equations will
have characteristic singularities as they approach the origin.

We can choose a radial coordinate system centered at x = 0. In such a coordinate
system we have that

d 2
ds* =dr* +r?dQ; =r* (LQ + dszg) : (6.50)
r

where d<2; represents the full set of angular variables in four dimensions. Notice
that the metric on flat space minus the origin is related by a rescaling to the
metric on §3 x R, if we define the Euclidean time 7 = log(r). The rescaled
metric is

dt* +dQ3. (6.51)
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Because we have a conformal field theory, the theory should only depend on the
conformal class of the metric. When making a Weyl rescaling, we should be able
to relate the theory on a background determined by some metric and its rescaled
counterpart.

In doing this, the singularity of the solution of the equations of motion at
the origin gets sent to a singularity of the solution of the equations of motion
at T — —oo. This is, we have a boundary condition in the “infinite Euclidean
past.” In the realm of Euclidean field theories, this is just the definition of a
quantum state of the system: a set of initial conditions. We can regulate this
by describing the fields at finite T and evolving the equations of motion from
then on.

It is convenient to perform an analytic continuation T = it. In this situation, we
have the Lorentzian metric

ds* = —dt* +dQ3. (6.52)

In this case, evolution in ¢ is ordinary time evolution in quantum mechanics, and
specifying the fields at some time #; is the classical description of a quantum state:
a configuration of initial conditions. This isomorphism, which lets us think of local
operator insertions as a set of initial conditions (that is, as a quantum state), is
called the operator—state correspondence.

Also, if we consider the time evolution generated by 0, this is related to the
evolution according to the vector field rd,. That is, the geometric interpretation of
time evolution in ¢ is the same as the evolution of an operator under rescalings
of r. The problem we are interested in is how operator insertions behave under
scale transformations.

Requiring these two evolutions to be related means that at the level of evolution
equations

dls) = Hls) = Esls), (6.53)
ro,0; = [A, O] = 8,0, (6.54)

(that is, for evolution according to the Schrodinger equation), where we have
states that are eigenvectors of the Hamiltonian with energy eigenvalues Ej, the
latter need to be identified with the eigenvalues of the Heisenberg evolution of
the corresponding operator under rescalings. Thus the dimension of the operator is
identified with the energy of the state.

For this problem, it is convenient to give a description of the superconformal
algebra for V' = 4 supersymmetries. We will classify the generators according to
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how they scale. The generators are given by the following diamond:

K,
S()t Sd
A M;; Rap (6.55)
Oq Qoz
Py

Here A is the generator of dilatations. P is the generator of translations in flat
R*. The K are called special conformal generators. The Q, O are the gener-
ators of supersymmetry, and the S, S are the special supersymmetry genera-
tors. They can be obtained from commutators of K with Q. Finally, M;; are
the rotations of the sphere, S°. The generators R are global symmetries of the
theory. They are usually called the R-charge of the theory. They generate an
S0O(6) ~ SU(4) Lie algebra, and they correspond to a global symmetry of the field
theory.

The commutator [A, X] = aX determines the weight of X, «. This is usually
called either the scaling dimension or the conformal weight of X. In the preceding
paragraph, P has conformal weight 1 (scaling dimension 1), and Q, Q have con-
formal weight 1/2, and A, M;;R;; have conformal weight 0. In the field theory,
A generates time translations and is therefore identified with the Hamiltonian for
the theory on §3 x R. It is a Hermitian operator. Taking complex conjugates, it is
easy to see that PT should have the opposite weight to P. There are two cases to
consider.

If « is real, PT has weight —1. Therefore, we have to make the following
identifications in order to have a unitary representation of the algebra: we need that
K ~ P'and that 9f ~ S, Ot ~ §.

If instead we take the algebra on R*!, then we take K, P, A to be Hermitian,
and « is imaginary. PT ends up having weight —@ = «. In this case O ~ Q.

In the first case P, Q, Q act as some form of raising operator, and K, S, § act
as lowering operators with respect to the Hamiltonian. If we have a well-defined
ground state, it usually has minimal energy. Thus, the representation theory of the
symmetry algebra will require that all states have positive energy.

Taking any allowed state and acting on it with lowering operators eventually
gives us a lowest weight state that is annihilated by S, S, K. Such states are called
primary states. The full set of unitary representations are characterized by the
primary states.

The Hilbert space is an infinite sum of these representations. If we want to
match the field theory and the gravity theory, it is enough to show that we get the
same primary states. Now, we need to find the corresponding Hilbert space on the
gravitational side.
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On that side we are not going to work on Euclidean space anymore. The correct
coordinate system for the gravitational setup corresponds to global AdS coordi-
nates. The Euclidean time is analytically continued to global time. The metric of
Ad Ss in global coordinates is given by

ds* = — cosh?(p)dt* + dp* + sinh?(0)d 3. (6.56)

We see that as we take p — 00, we can rescale the metric by exp(—2p), and in
the boundary we get the metric of S* x R. The ¢ variable in gravity corresponds to
global time, and it is identified with the same ¢ that we have in the conformal field
theory description.

One should notice that it takes a finite amount of time for a light ray to go to the
boundary and back. Thus anti-de Sitter space requires adding boundary conditions
for the fields at infinity. This is the Lorentzian version of the problem in Euclidean
gravity where we have to fix boundary conditions to describe the gravitational
partition function.

Once we work in this Lorenzian setup, Einstein’s equations are of a wave
equation type. As opposed to the Euclidean setup, we can now have normalizable
gravitational wave solutions of Einstein’s equation propagating on AdSs x S°. This
does not require singularities in the infinite past or infinite future, so long as we
choose solutions with finite energy. The classification of linearized perturbations
was done in [16, 18].

We can now at least attempt to match some representations between the gravity
side of the correspondence and the quantum field theory. This will be the subject
of the next section.

6.7 Matching of BPS representations

So far we have seen that both sides of the correspondence are characterized by a
list of representations of the symmetry algebra. Unfortunately, the standard calcu-
lational tools of perturbation theory do not usually extrapolate from weak to strong
coupling.

There are special classes of states where this extrapolation is more likely to be
successful, and they are the cases where corrections vanish. In the case of supersym-
metric theories, there are special collections of states where vanishing theorems
prevent corrections from happening. The states that are protected by supersym-
metry are characterized by saturating some inequality between various quantum
numbers. This inequality is usually called the BPS inequality, after Bogomol’nyi,
Prasad and Sommerfield. Such inequalities involve the energy and some conserved
charge.
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For the case that we are interested in, we want to find the states that preserve
some large fraction of the supersymmetries. In particular, we want to study super-
symmetric primary states as already defined, and match them. The primaries are
characterized by being annihilated by S, K (the lowering operators cannot find a
state of lower energy).

However, we also have to consider the O, Q operators. If half of these annihilate
a state, itis called a 1/2 BPS state. Such states are the ones that we want to consider.

The BPS inequality will be obtained by requiring that Q|s) have positive norm.
If it has zero norm, then it is annihilated by the corresponding Q operator. Because
S is the adjoint of Q, we can use the commutation relations of the symmetry group
to find that

A=, (6.57)

where J is an SO(2) generator of SO(6) which leaves an unbroken SO(4)
symmetry.

So far, we have dealt with this problem abstractly. Now, we need to finally write
down the degrees of freedom of N =4 SYM theory, so that we can understand
what this means.

The field theory consists of gauge fields A, and their supersymmetric partners.
These are four Weyl fermions i, and six real scalar fields ¢. The fermions transform
as a spinor representation of SO(6), and the scalars transform as the defining
representation of SO (6), a vector.

In free field theory the scalar fields and the vector potential have dimension
1, whereas the fermions have dimension 3/2. Because we will be analyzing the
field theory in the free field limit, we will need to make use of this information to
understand what is going on.

Finally, we need to put the field theory on an S* x R geometry, as we have
described. The action of the field theory in flat space (for the scalars ¢) will be
given by

1 . .
S~ 3 / d*xd,¢'9,¢'n"" + interactions. (6.58)

When we do conformal transformations of the metric 5, so that we have the metric
on S* x R, we should generalize n*” to a general metric, so that we have

1 . _
S~ 3 / d*x/—gd,¢'d,¢'¢"" + interactions. (6.59)

However, under a Weyl rescaling of the metric g — exp(20(x))g we find that in
order for the action to be invariant, ¢ must transform as ¢(x) — exp(—o (x))@(x).
From here, it follows that after this is done there are derivatives of o appearing in
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the Lagrangian, and the action is not conformally invariant. It needs a correction
to absorb these derivatives of o. The correction is of the form

a f V—gR(¢"), (6.60)

where R is the Ricci scalar curvature of the background metric. The particular
value of a that one computes is a nonminimal coupling to a metric, which is called
a conformally coupled scalar.

If we choose a sphere S° of radius one, we find that the full quadratic term in
the action is

_1 12 N2 pin2
5—2/S3dt[(¢>) (Vo')” — (@)1 (6.61)

This free field action is straightforward to quantize. We decompose the field ¢
into eigenvalues of the Laplacian of the three-sphere. For each such spherical
harmonic one has an associated quantum oscillator. The energy of a quantum of
each such oscillator will be equal to the frequency. All quantum states in the field
theory can be represented by occupying finitely many oscillators. This is a Fock
space.

The lowest-lying mode has a constant profile on the sphere. That mode has
energy one. The higher spherical harmonics will end up having energy n + 1,
where 7 is a nonzero integer.

With respect to the SO(2) C SO(6) charge, four of the scalars are neutral, and
two complex combinations Z = ¢! + i¢?, Z = ¢' — i¢? have charge +1 and —1,
respectively.

We can do the same with the spinors and the gauge fields. The energies of the
spinors will be n + 3/2, and those of the gauge fields we be 2 + n, where n is a
nonnegative integer.

If we want to saturate the inequality that the energy is equal to the R-charge,
then the only degrees of freedom that have that property are the oscillators for the
field Z, and not for Z. These oscillators are matrix valued, because Z isan N x N
matrix. We will call the corresponding raising operator a} ~ (aT)j..

We are still left with the problem of gauge invariance. In particular, we need to
guarantee that the states are neutral with respect to gauge transformations. That is,
we need to satisfy Gauss’s law for the SU (V) charges.

A generic state built by applying k oscillators (aT)i. will transform into some
complicated representation of SU(N) with k upper indices and k lower indices.
In order to build a gauge invariant, we need to contract these objects with some
invariant tensor of SU(N). There are only two algebraically independent such
tensors: 8; and €4,__4,. The first one tells us that upper indices and lower indices
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transform as opposite representations. The € tensor follows because the Lie algebra
of SU(N) preserves a complexified volume form (a holomorphic (#,0)-form).

If we have two € tensors, one with upper and one with lower indices, they can be
written in terms of 8;, so all gauge-invariant states must follow from contractions
between upper and lower indices. These can always be written as products of traces,
by noticing that contractions between an upper index on one a' and a lower index
on another a' can be written naturally in terms of matrix multiplication. Thus, the
complete list of such states is

Is1, . ..s6) = Tr(a™) ... Tr((@h)F)*0). (6.62)

Their energies are s; + 2s, + - - - + ksi. This counting of energies looks the same
as the energies one would have in a system with many quantum oscillators, of
energies 1, 2, ..., k and occupation numbers sy, s, .. . , Sk.

One can check that this is approximately correct. Indeed, as long as we keep
the total energy finite, and we take N large, toward infinity, the spectrum of states
becomes an approximate Fock space where each trace is an independent oscillator.
This means that the states with different occupation numbers become orthogonal
in the limit when N — oo (this has been discussed in some detail in [4]). The
main tool one uses is the 't Hooft planar diagram counting [28]: one finds that the
overlaps are suppressed by powers of 1/N, but they depend also on the energies
of the oscillators, so the approximation to a Fock space is worse as we take
k large.

Indeed, if k is larger than N, we find that Tr(Z*) can be written as linear
combinations of traces of powers of Z that are less than or equal to N, so one even
fails to create new states by considering more complicated traces. However, one
can find a complete set of orthogonal states [11].

All of these states that preserve this number of supersymmetries (half of them)
are protected (preserved) in the passage from weak to strong coupling. This means
that the counting of states and their energies will not change when we introduce
interactions. This is a property of the half BPS unitary representations of the super-
symmetry group: that they cannot combine with other unitary representations to
form a generic non-supersymmetric representation. If one preserves fewer super-
symmetries in the free field limit, this is not true any longer once one turns on the
interactions.

On the gravity side, we can consider the spectrum of single-particle excitations
that have £ = J. The energy of the state is related to the time evolution in global
coordinates. The J charge is related to motion on the sphere, as the S O(6) symmetry
group is the set of isometries of the five-sphere.

Here we find that for the BPS particles, their energy in AdSs is equal to their
momentum on the S° sphere. In the limit where these particles are pointlike, we can
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interpret them in terms of geodesic motion on the full geometry. We find that for
these particles the energy is equal to the momentum, so they are massless particles
in ten dimensions and they must follow null geodesics.

In the type IIB gravity theory, all of the massless particles belong to the gravity
multiplet. Moreover, all null geodesics on AdSs x S are conjugate to each other.
What we have to show is that we can reproduce the integer label k. Semiclas-
sically, the point particles will be moving on a great circle in S°. This orbit is
periodic, and therefore one should have some semiclassical quantization condition
for quantization of angular momentum. This is roughly stated by saying that the
phase change of the one-particle wave function on going around the sphere is a
multiple of 27. This restriction implies that the momentum is classified by an
integer.

Thus, for each integer k, there is one such type of particles, and because these
particles are bosons in gravity, we obtain a harmonic oscillator for each integer k.
If we are careful with the spin of the particles, we end up with an exact match of the
approximate Fock space of the field theory when the occupation numbers are small
[32]. The 1/N corrections are interpreted as gravitational corrections in the ten-
dimensional geometry, and it results that these gravitons interact with each other.

In essence, one can prove that this is enough to reproduce the spectrum of
linearized fluctuations of supergravity on AdSs x S° as computed in [16, 18].

6.8 Recent developments

Since the review [1] was written, the AdS/CFT ideas have developed much further,
particularly in applying gravitational techniques to the study of various physical
questions of field theories at strong coupling. These developments are too numerous
to describe in detail. I will instead just describe some of the recent progress towards
understanding the quantum field theory dynamics at strong coupling.

The first development for a truly stringy test of the AdS/CFT correspondence
beyond supergravity arose in the work [8], where it was shown how to recover the
spectrum of strings in a particular limit. Geometrically, the limit that one considers
is that of a short string that is moving with high angular momentum on S°. This
particular class of string states stay close to a null geodesic, so one can expand the
geometry around this null geodesic in a systematic way. This expansion leads to
a plane wave background [9], and it was shown in [21] that the spectrum of the
string on the maximally supersymmetric plane wave background can be solved for
exactly. The work [8] showed how to recover the spectra of these strings in the
field theory dual and gave a precise map for building the different string states. The
field theory showed that the string was discretized to some type of space lattice,
whereas the time was kept continuous.
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This was further generalized in [22], where it was shown that the energies
of single trace states for a particular scalar sector could be interpreted in terms
of a spin chain model, and that moreover this model was integrable to one-loop
order on the worldsheet. On the other hand, an integrable structure was also found
when one studied classical string motion in AdSs X S°, in the work [3]. It was
later shown that the full one-loop spectrum of planar energies was integrable [2].
Having integrability at weak and strong coupling was completely unexpected, and
it is currently believed that one can extrapolate from weak to strong coupling
by a one-parameter family of quantum integrable models. A review of some the
literature on this subject can be found in [24]. This is now a rapidly advancing
field, and the results that are being found look promising and have provided highly
nontrivial tests that seem to indicate that this integrability property is true. The
integrability property permits us in principle to give exact answers for the spectra
of strings as a function of the coupling constant. Unfortunately, this only seems to
work for the strings on AdSs x S°.

A different development has been realized in the work [5]. It has been shown
there that if one tries to do an expansion at strong coupling of the field theory
dynamics, then one can start by reconstructing the geometry of the S° in the field
theory, and one has a way to calculate the emergence of geometry and strings
from a very different point of view than the one that is suggested by integrabil-
ity. Moreover, these techniques generalize to many other gauge—gravity dualities
[6,7] and seem to provide a handle on the strong coupling expansion of many
different field theories with a unified framework. These works are giving powerful
tests of the AdS/CFT correspondence and are complementary to the integrability
program.
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Functional renormalization group equations, asymptotic
safety, and quantum Einstein gravity

MARTIN REUTER AND FRANK SAUERESSIG*

Abstract

This chapter provides a pedagogical introduction to a specific continuum imple-
mentation of the Wilsonian renormalization group, the effective average action.
Its general properties and, in particular, its functional renormalization group
equation are explained in a simple scalar setting. The approach is then applied
to quantum Einstein gravity. The possibility of constructing a fundamental the-
ory of quantum gravity in the framework of asymptotic safety is discussed, and
the supporting evidence is summarized.

7.1 Introduction

After the introduction of a functional renormalization group equation for grav-
ity [1], detailed investigations of the nonperturbative renormalization group (RG)
behavior of quantum Einstein gravity (QEG) have become possible [1-16]. The
exact RG equation underlying this approach defines a Wilsonian RG flow on a
theory space which consists of all diffeomorphism-invariant functionals of the
metric g,,. The approach turned out to be ideal for investigating the asymptotic
safety scenario in gravity [17-19], and, in fact, substantial evidence was found
for the nonperturbative renormalizability of QEG. The theory emerging from this
construction is not a quantization of classical general relativity. Instead, its bare
action corresponds to a nontrivial fixed point of the RG flow and is a predic-
tion therefore. Independent support for the asymptotic safety conjecture comes
from a two-dimensional symmetry reduction of the gravitational path integral
[20].

The approach of [1] employs the effective average action [21-24], which has
crucial advantages over other continuum implementations of the Wilsonian RG

* FS.is supported by the European Commission Marie Curie Fellowship no. MEIF-CT-2005-023966.
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flow [25]. In particular, it is closely related to the standard effective action and
defines a family of effective field theories {I't[g,,],0 < k < oo} labeled by the
coarse-graining scale k. The latter property opens the door to a rather direct extrac-
tion of physical information from the RG flow, at least in single-scale cases:
If the physical process under consideration involves a single typical momentum
scale po only, it can be described by a tree-level evaluation of I't[g,.], with
k= p().l

The effective field theory techniques proved useful for an understanding of
the scale-dependent geometry of the effective QEG spacetimes [26-28]. In par-
ticular it has been shown [3, 5, 28] that these spacetimes have fractal prop-
erties, with a fractal dimension of 2 at small, and 4 at large distances. The
same dynamical dimensional reduction was also observed in numerical studies
of Lorentzian dynamical triangulations [29-31]; in [32] Connes et al. specu-
lated about its possible relevance to the noncommutative geometry of the standard
model.

As for possible physics implications of the RG flow predicted by QEG, ideas
from particle physics, in particular the RG improvement, have been employed in
order to study the leading quantum gravity effects in black hole and cosmological
spacetimes [33—43]. Among other results, it was found [33] that the quantum effects
tend to decrease the Hawking temperature of black holes, and that their evaporation
presumably stops completely once the black hole’s mass is of the order of the Planck
mass.

These notes are intended to provide the background necessary for understand-
ing these developments. In the next section we introduce the general idea of the
effective average action and its associated functional renormalization group equa-
tion (FRGE) by means of a simple scalar example [21, 23], before reviewing the
corresponding construction for gravity [1] in Section 3. In all practical calculations
based upon this approach which have been performed to date, the truncation of the-
ory space has been used as a nonperturbative approximation scheme. In Section 3
we explain the general ideas and problems behind this method, and in Section 4 we
illustrate it explicitly in a simple context, the so-called Einstein—Hilbert truncation.
Section 5 introduces the concept of asymptotic safety, and Section 6 contains a
summary of the results obtained using truncated flow equations, with an emphasis
on the question whether there exists a nontrivial fixed point for the average action’s
RG flow. If so, QEG could be established as a fundamental theory of quantum
gravity which is nonperturbatively renormalizable and asymptotically safe from
unphysical divergences.

! The precision which can be achieved by this effective field theory description depends on the size of the
fluctuations relative to mean values. If they turn out large, or if more than one scale is involved, it might be
necessary to go beyond the tree-level analysis.
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7.2 Introducing the effective average action

In this section we introduce the concept of the effective average action [21-24]
in the simplest context: scalar field theory on flat d-dimensional Euclidean
space R,

7.2.1 The basic construction for scalar fields

We start by considering a single-component real scalar field x: RY — R whose
dynamics is governed by the bare action S[x]. Typically the functional S has
the structure S[x]= [dx {1(3,x)* + m?x* + interactions}, but we shall not
need to assume any specific form of § in the following. After coupling x(x)
to a source J(x) we can write down an a-priori formal path integral represen-
tation for the generating functional of the connected Green functions: W[J] =
In f Dy exp{—S[x]+ f dx x (x)J(x)}. By definition, the (conventional) effective
action I'[¢] is the Legendre transform of W[J]. It depends on the field expectation
value ¢ = (x) = §W[J]/8J and generates all one-particle irreducible Green func-
tions of the theory by multiple functional differentiation with respect to ¢(x)
and setting ¢ = ¢[J = 0] thereafter. In order to make the functional integral
well defined, a UV cutoff is needed; for example, one could replace R’ by a d-
dimensional lattice Z“. The functional integral Dy would then read [ ],z dx (x).
In the following we implicitly assume such a UV regularization, but leave the
details unspecified and use continuum notation for the fields and their Fourier
transforms.

The construction of the effective average action [21] starts out from a modified
form, Wy [J], of the functional W[J] which depends on a variable mass scale k.
This scale is used to separate the Fourier modes of y into short wavelength and long
wavelength, depending on whether or not their momentum squared, p* = p, p*,
is larger or smaller than k. By construction, the modes with p? > k? contribute
without any suppression to the functional integral defining W;[J], whereas those
with p? < k? contribute only with a reduced weight or are suppressed altogether,
depending on which variant of the formalism is used. The new functional Wy [J] is
obtained from the conventional one by adding a cutoff action A;S[x] to the bare
action S[x]:

exp{WilJ1} = /DX GXP{ — SIx1 — AxSIx]1+ fddx X(X)J(X)} - (D
The factor exp{—A;S[x]} serves the purpose of suppressing the IR modes having
p? < k?. In momentum space the cutoff action is taken to be of the form

IR P
AS[x] = 3 ] Gy Ri(p) Ix(P)I°, (7.2)
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where ¥ (p) = f dx x(x)exp(—ipx) is the Fourier transform of x (x). The precise
shape of the function R (p?) is arbitrary to some extent; what matters is its limiting
behavior for p? > k? and p? < k? only. In the simplest case’ we require that

k*  for p* < k?,

0 for p>>k%. (7.3)

Ri(p?) ~ {
The first condition leads to a suppression of the small-momentum modes by a soft
masslike IR cutoff; the second guarantees that the large-momentum modes are
integrated out in the usual way. Adding A S to the bare action S[x] leads to

stas= L[4
T2 ) ery

[ P24+ m? 4 R pz)] 17(p)|? + interactions.  (7.4)

Obviously the cutoff function R;(p?) has the interpretation of a momentum-
dependent mass squared which vanishes for p?> > k? and assumes the constant
value k? for p? <« k?. How Ri(p?) is assumed to interpolate between these two
regimes is a matter of calculational convenience. In practical calculations one
often uses the exponential cutoff R (p?) = p*[exp(p?/k*) — 117!, but many other
choices are possible [23,44]. One could also think of suppressing the p? < k>
modes completely. This could be achieved by allowing R;(p?) to diverge for
p? < k? so that exp{—A;S[x]} — 0 for modes with p? < k?. Although this
behavior of R;(p?) seems most natural from the viewpoint of a Kadanoff-Wilson-
type coarse graining, its singular behavior makes the resulting generating func-
tional problematic to deal with technically. For this reason, and because it still
allows for the derivation of an exact RG equation, one usually prefers to work with
a smooth cutoff satisfying (7.3). At the nonperturbative path integral level it sup-
presses the long-wavelength modes by a factor exp{—%k2 Ik |%]?}. In perturbation
theory, according to Equation (7.4), the A S term leads to the modified propagator
[p? + m? + Ri(p*»)]~', which equals [p? + m? + k*]~! for p> <« k*. Thus, when
computing loops with this propagator, k> acts indeed as a conventional IR cutoff
if m? « k%. (It plays no role in the opposite limit m? > k2, in which the physical
particle mass cuts off the p-integration.) We note that by replacing p? with —3°
in the argument of R (p?) the cutoff action can be written in a way that makes no
reference to the Fourier decomposition of x:

1
AeSIX] = 3 f dx x()Ri (=) x(x). (7.5)

The next steps toward the definition of the effective average action are simi-
lar to the usual procedure. One defines the (now k-dependent) field expectation
value ¢(x) = (x(x)) = §Wi[J]1/8J(x), assumes that the functional relationship

2 We shall discuss a slight generalization of these conditions at the end of this section.
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¢ = ¢[J] can be inverted to yield J = J[¢], and introduces the Legendre trans-
form of Wy,

Filp] = / dlx J)$(x) — WilJ], (7.6)

where J = J[¢]. The actual effective average action, denoted by I'[¢], is obtained
from [y by subtracting A, S[¢]:

~ 1
Felgl = Tild] = 5 /dx POOR(—37)(x) . (1.7)

The rationale for this definition becomes clear when we look at the list of properties
enjoyed by the functional I'y:

7.2.1.1
The scale dependence of I' is governed by the FRGE
kL] = LT [k ‘% (F(z)[di] +R )71} (7.8)
_ = —Ir J— . .
ok 2 Lok UE ¢

Here the RHS uses a compact matrix notation. In a position space representation
F,({z) has the matrix elements F,({z)(x, y) = 82Ty /8¢p(x)8¢(y), i.e., it is the Hessian
of the average action, Ry (x, y) = Rk(—aﬁ)é(x — v), and the trace Tr corresponds
to an integral [d dx.In (7.8) the implicit UV cutoff can be removed trivially. This
is most easily seen in the momentum representation, where k%Rk( p?), considered
as a function of p?, is significantly different from zero only in the region around
p* = k*. Hence the trace receives contributions from a thin shell of momenta
p* ~ k?* only and is therefore well convergent both in the UV and in the IR.

The RHS of (7.8) can be rewritten in a style reminiscent of a one-loop expression:

1
2DInk

k% Tilp] = Tr 1n(r,<f> [$] + Rk) . (7.9)
Here the scale derivative D/D Ink acts only on the k-dependence of Ry, not on
l",(cz). The expression Trin(---) = Indet (- - - ) in (7.9) differs from a standard one-
loop determinant in two ways: it contains the Hessian of the actual effective action
rather than that of the bare action S, and it has a built-in IR regulator R;. These
modifications make (7.9) an exact equation. In a sense, solving it amounts to solving
the complete theory.
The derivation of (7.8) proceeds as follows [21]. Taking the k-derivative of (7.6)
with (7.1) and (7.5) inserted, one finds
e Tiio = 5 [ dfxaly (X kg Rate. ) 7.10)
8kk ) YAXX)XLy 9k kX5 DY), .
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with (A) = e~ [Dx Aexp{—S — AyS — [ J ¢} defining the J- and k-dependent
expectation values. Next it is convenient to introduce the connected two-point func-
tion Gy, = G(x,y) = 82Wi[J1/8J(x)8J(y) and the Hessian of T: (T}),, =
82Fk[J 1/8¢(x)d¢(y). Because W) and l"k are related by a Legendre transforma-
tion, one shows in the usual way that G and '@ are mutually inverse matri-
ces: GT'® =1. Furthermore, taking two J-derivatives of (7.1), one obtains
(x)xO)) = G(x,y) + ¢(x)p(y). Substituting this expression for the two-point
function into (7.10), we arrive at

~ 1 1
O T'ilgp] = —Tr[BszG] +5 /ddx $(x) 3 Ri(—9%) p(x) (7.11)

wheret = In(k/ ko). In terms of Iy, the effective average action proper, this becomes
oI'rlp] = %Tr[c’), R« G]. The cancellation of the % f ¢'Ri¢ term is a first motivation
for the definition (7.7), where this term is subtracted from the Legendre transform
T't. The derivation is completed by noting that G = [[@]~! (l"(z) + R
where the second equality follows by differentiating (7.7): l"(z) F(z) Rk.

7.2.1.2

The effective average action satisfies the following integrodifferential equation:

STl ] }
8¢

x expf — f d'x (0 = PR = 9| (1.12)

exp{—T'k[¢]} = /DX exp{ — Sx1+ /ddx x—9)

This equation is easily derived by combining Equations (7.1), (7.6), and (7.7),
and by using the effective field equation §I'y/6¢p = J, which is dual to §W, /§J =
¢. (Note that it is Iy which appears here, not I';.)

7.2.1.3

For k — 0 the effective average action approaches the ordinary effective action
(limy_, o I'y = TI'), and for k — o0 the bare action (I'y_, oo = ). The k — 0 limit is
a consequence of (7.3); Ry (p?) vanishes for all p> > 0 whenk — 0. The derivation
of the k — oo limit makes use of the integrodifferential equation (7.12). A formal
version the argument is as follows. Because R;(p?) approaches k* for k — oo,
the second exponential on the RHS of (7.12) becomes exp{—k?* [ dx(x — ¢)*},
which, up to a normalization factor, approaches a delta functional 6[ x — ¢]. The x
integration can be performed trivially then, and one ends up with limy_, o, [t [¢] =
S[¢]. In amore careful treatment [2 1] one shows that the saddle point approximation
of the functional integral in (7.12) about the point x = ¢ becomes exact in the limit
k — oco. As aresult, limy_, o, 'y, and S differ at most by the infinite-mass limit of
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Theory Space

[.=S

bare action

I =T

effective action

Fig. 7.1. The points of theory space are the action functionals A[-]. The RG

equation defines a vector field E on this space; its integral curves are the RG
trajectories k — I'y. They start at the bare action S and end at the standard
effective action I'.

a one-loop determinant, which we suppress here because it plays no role in typical
applications (see [45] for a more detailed discussion).

7.2.1.4

The FRGE (7.8) is independent of the bare action S, which enters only via the initial
condition ', = S. In the FRGE approach the calculation of the path integral for W;
is replaced by integrating the RG equation from k = 0o, where the initial condition
s = § is imposed, down to k£ = 0, where the effective average action equals the
ordinary effective action I", the object which we actually would like to know.

7.2.2 Theory space

The arena in which the Wilsonian RG dynamics takes place is the theory space.
Albeit a somewhat formal notion, it helps in visualizing various concepts related
to functional renormalization group equations; see Figure 7.1. To describe it, we
shall be slightly more general than in the previous subsection and consider an
arbitrary set of fields ¢(x). Then the corresponding theory space consists of all
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(action) functionals A : ¢ — A[¢] depending on this set, possibly subject to certain
symmetry requirements (a Z,-symmetry for a single scalar, or diffeomorphism
invariance if ¢ denotes the spacetime metric, for instance). So the theory space
{A[ - 1} is fixed once the field content and the symmetries are fixed. Let us assume
we can find a set of basis functionals { P,[ - ]} such that every point of theory space
has an expansion of the form [18]

Alpl =) ity Pal$]. (7.13)
a=1

The basis {P,[ - ]} will include both local field monomials and nonlocal invariants,
and we may use the generalized couplings {iiy,a = 1,2, ...} as local coordi-
nates. More precisely, the theory space is coordinatized by the subset of essential
couplings, i.e., those coordinates which cannot be absorbed by a field reparameter-
ization.

Geometrically speaking, the FRGE for the effective average action, Equation
(7.8) or its generalization for an arbitrary set of fields, defines a vector field B on
theory space. The integral curves along this vector field are the RG trajectories
k — TI'y parameterized by the scale k. They start, for k — o0, at the bare action S
(up to the correction term mentioned earlier) and terminate at the ordinary effective
action at k = (. The natural orientation of the trajectories is from higher to lower
scales k, the direction of increasing coarse graining. Expanding I'; as in (7.13),

o0

Tilgl =) ia(k) Pal$], (7.14)
a=1
the trajectory is described by infinitely many running couplings ii, (k). Inserting
(7.14) into the FRGE, we obtain a system of infinitely many coupled differential
equations for the i,s:

kog ity (k) = B, (ity, itn, ...5k), a=1,2,.... (7.15)

Here the beta functions f,, arise by expanding the trace on the RHS of the FRGE in
terms of {P,[ -]}, i.e., %Tr[- ] = Zzozlﬁa(ﬁl, iy, ...;k)Py[¢]. The expansion
coefficients 8, have the interpretation of beta functions similar to those of per-
turbation theory, but not restricted to relevant couplings. In standard field theory
jargon one would refer to i, (k = 00) as the “bare” parameters and to i, (k = 0) as
the “renormalized” or “dressed” parameters.

The notation with the bar on iz, and B,, is to indicate that we are still dealing with
dimensionful couplings. Usually the flow equation is reexpressed in terms of the
dimensionless couplings u, = k~%q,, where d, is the canonical mass dimension
of ii,. Correspondingly the essential u,’s are used as coordinates of theory space.
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The resulting RG equations
kogua(k) = Ba(ui, ua, ...) (7.16)

are a coupled system of autonomous differential equations. The B,s have no
explicit k-dependence and define a time-independent vector field on theory
space.

Figure 7.1 gives a schematic summary of the theory space and its structures. It
should be kept in mind, though, that only the essential couplings are coordinates
on theory space, and that I' and S might differ by a simple, explicitly known
functional.

7.2.3 Nonperturbative approximations through truncations

Up to this point our discussion has not involved any approximation. In practice,
however, it is usually impossible to find exact solutions to the flow equation. As
a way out, one could evaluate the trace on the RHS of the FRGE by expanding
it with respect to some small coupling constant, for instance, thus recovering the
familiar perturbative beta functions. A more interesting option, which gives rise
to nonperturbative approximate solutions, is to truncate the theory space {A[ - ]}.
The basic idea is to project the RG flow onto a finite-dimensional subspace of
theory space. The subspace should be chosen in such a way that the projected
flow encapsulates the essential physical features of the exact flow on the full
space.

Concretely the projection onto a truncation subspace is performed as fol-
lows. One makes an ansatz of the form I';[¢] = ZlNzl i;(k)P;[¢], where the
k-independent functionals {P;[-],i = 1,..., N} form a basis on the subspace
selected. For a scalar field, say, examples include pure potential terms | dx¢™(x),
[ d?x¢"(x)Inp?(x), ..., a standard kinetic term [d“x(d¢)?, higher-order deriva-
tive terms [d¥x ¢ (3%)" ¢, [d?x f(¢)(8*)" ¢ (3*)" ¢, ..., and nonlocal terms
like [ d’x ¢ In(—8%)¢, .... Even if S =Ty is simple — a standard ¢* action,
say — the evolution from k = co downwards will generate such terms, a pri-
ori constrained only by symmetry requirements. The difficult task in practical
RG applications consists in selecting a set of P;s on the one hand is generic
enough to allow for a sufficiently precise description of the physics one is
interested in, and on the other hand is small enough to be computationally
manageable.

The projected RG flow is described by a set of ordinary (if N < oo) differential
equations for the couplings i; (k). They arise as follows. Let us assume we expand
the ¢-dependence of %Tr[- - - ] (with the ansatz for I'y[¢] inserted) in a basis { P,[ - ]}
of the full theory space which contains the P;s spanning the truncated space as a
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subset:

1 o0 . N .
STl 1= 3 B, oy iins k) Pal@] = 3 By, . in; k) Pilg] + rest.
a=1 i=1

(7.17)
Here the “rest” contains all terms outside the truncated theory space; the approx-
imation consists in neglecting precisely those terms. Thus, on equating (7.17) to
the LHS of the flow equation, 0,y = va: | 0:it; (k) P;, the linear independence of
the P;s implies the coupled system of ordinary differential equations

ditj(k) = B (ity, ..., idyx;k), i=1,...,N. (7.18)

Solving (7.18), one obtains an approximation to the exact RG trajectory projected
onto the chosen subspace. Note that this approximate trajectory does not, in general,
coincide with the projection of the exact trajectory, but if the subspace is well
chosen, it will not be very different from it. In fact, the most nontrivial problem in
using truncated flow equations is to find and justify a truncation subspace which
should be as low-dimensional as possible to make the calculations feasible, but at
the same time large enough to describe at least qualitatively the essential physics.
We shall return to the issue of testing the quality of a given truncation later on.

As a simple example of a truncation we mention the local potential approxima-
tion [23]. The corresponding subspace consists of functionals containing a standard
kinetic term plus arbitrary nonderivative terms:

d 1 2
gl = [l {5@000) + U@ (7.19)

In this case N is infinite, the coordinates ii; on truncated theory space being
the infinitely many parameters characterizing an arbitrary potential function
¢ — U(¢). The infinitely many component equations (7.18) amount to a partial dif-
ferential equation for the running potential Uy (¢). It is obtained by inserting (7.19)
into the FRGE and projecting the trace onto functionals of the form (7.19). This
is most easily done by inserting a constant field ¢ = ¢ = const into both sides of
the equation, for this gives a nonvanishing value precisely to the nonderivative P;s.
Because F,(cz) = —0? 4+ U/ (p) with U” = d?Uy/d¢* has no explicit x-dependence,
the trace is easily evaluated in momentum space. This leads to the following partial
differential equation:

1 [ dp ko Ri(p?)
koeUp(@) = = e LIS (7.20)
2 ) @n) p*+ Ri(p?) + Ui ()
It describes how the classical (or microscopic) potential Uy, = V1455 €VOlves into

the standard effective potential Uy = Veg. Remarkably, the limit limy_, ¢ Uy, is auto-
matically a convex function of ¢, and there is no need to perform the Maxwell
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construction “by hand,” in the case of spontaneous symmetry breaking. For a
detailed discussion of this point we refer to [23].

One can continue the truncation process and make a specific ansatz for the ¢-
dependence of the running potential, U(¢) = %%(k)zgoz + II—ZX(k)<p4, say. Then,
upon inserting U]/ (¢) = m(k)? + r(k)p? into the RHS of (7.19) and expanding to
O(¢™), one can equate the coefficients of ¢ and ¢* to obtain the flow equations on
a two-dimensional subspace: kogm? = ,sz, ko = Bx T

If one wants to go beyond the local potential approximation (7.19), the first step is
to allow for a (¢-independent in the simplest case) wave function renormalization,
i.e., a running prefactor of the kinetic term: I'y = [d“x {1 Z;(3¢)* + Uy}. Using
truncations of this type, one should employ a slightly different normalization of
Ri(p?), namely, Ri(p?) ~ Z;k* for p> <« k*. Then Ry combines with F,(CZ) to form
the inverse propagator F,({z) + Ry = Zi(p* + k) + - - -, as is necessary if the IR
cutoff is to give rise to a mass squared of size k” rather than k>/ Z;. In particular, in
more complicated theories with more than one field, it is important that all fields
be cut off at precisely the same k2. This is achieved by a cutoff function of the form

Ri(p®) = Z. k> RO(p* /%), (7.21)

where R© is normalized so that R©®(0) =1 and R®(co) = 0. In general the
factor Zk is a matrix in field space. In the sector of modes with inverse propagator
Z" p? 4 ... this matrix is chosen diagonal with entries Z; = Z\".

7.3 The effective average action for gravity

We saw that the FRGE of the effective average action does not depend on the bare
action S. Given a theory space, the form of the FRGE and, as a result, the vector
field B are completely fixed. To define a theory space {A[ - ]} one has to specify
on which types of fields the functionals A are supposed to depend, and what their
symmetries are. This is the only input data needed for finding the RG flow.

In the case of QEG the theory space consists, by definition, of functionals A[g,,, ]
depending on a symmetric tensor field, the metric, in a diffeomorphism-invariant
way. Unfortunately, it is not possible to straightforwardly apply the constructions
of the previous section to this theory space. Diffeomorphism invariance leads to
two types of complications one has to deal with [1].

The first one is not specific to the RG approach. It occurs already in the stan-
dard functional integral quantization of gauge or gravity theories, and is familiar
from Yang—Mills theories. If one gauge-fixes the functional integral with an ordi-
nary (covariant) gauge-fixing condition like 9" A7 = 0, couples the (non-abelian)
gauge field A, to a source, and constructs the ordinary effective action, the result-
ing functional I'[A}] is not invariant under the gauge transformations of Aj,
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A4+ A% + D (A) w”. Only at the level of physical quantities constructed from
I'[Af,] — S-matrix elements, for instance — is gauge invariance recovered.

The second problem is related to the fact that in a gauge theory a coarse graining
based on a naive Fourier decomposition of A (x) is not gauge covariant and
hence not physical. In fact, if one were to gauge-transform a slowly varying A7 (x)
using a parameter function w“(x) with a fast x-variation, a gauge field with a fast
x-variation would arise — which, however, still describes the same physics. In a
nongauge theory the coarse graining is performed by expanding the field in terms of
eigenfunctions of the (positive) operator —d? and declaring its eigenmodes to be of
long or short wavelength depending on whether the corresponding eigenvalue p? is
smaller or larger than a given k2. In a gauge theory the best one can do in installing
this procedure is to expand with respect to the covariant Laplacian or a similar
operator, and then organize the modes according to the size of their eigenvalues.
Though gauge covariant, this approach sacrifices to some extent the intuition of a
Fourier coarse graining in terms of slow and fast modes. Analogous remarks apply
to theories of gravity covariant under general coordinate transformations.

The key idea which led to a solution of both problems was the use of the
background field method. In fact, it is well known [46,47] that the background
gauge-fixing method leads to an effective action which depends on its arguments
in a gauge-invariant way. As it turned out [1,22], this technique also lends itself
to implementing a covariant IR cutoff, and it is at the core of the effective average
action for Yang—Mills theories [22,24] and for gravity [1]. In the following we
briefly review the effective average action for gravity, which was introduced in [1].

The ultimate goal is to give meaning to an integral over “all” metrics y,,, of the
form f Dy, exp{—S[yuv] + source terms} whose bare action S[y,,] is invariant
under general coordinate transformations,

8V = Ly Vuw = V0,V + 0,0 V0 + 0,07 v, (7.22)

where £, is the Lie derivative with respect to the vector field v*9,,. To start with,
we consider y,, to be a Riemannian metric and assume that S[y,,] is positive
definite. Heading towards the background field formalism, the first step consists
in decomposing the variable of integration according to y,, = &, + h,,, where
& 1s a fixed background metric. Note that we are not implying a perturbative
expansion here; 4, is not supposed to be small in any sense. After the background
split, the measure Dy,,, becomes Dh,, and the gauge transformations which we
have to gauge-fix read

Shuv = Evy;w = Ev(guv + hp_v), Sg/w =0. (723)

Picking an a priori arbitrary gauge-fixing condition F,(h;g) = 0, the Faddeev—-
Popov trick can be applied straightforwardly [46]. Upon including an IR cutoff as
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in the scalar case, we are led to the following k-dependent generating functional
W, for the connected Green functions:

exp{Wilt", 0", 53 g1} = [ DhyuDCHDEC, expl — SIg + k] — Sylh &)
_Sgh[hs C’ C_‘,g] - AkS[h, C7 éag] - Ssource} .
(7.24)

Here Sy denotes the gauge-fixing term
.= 1 d = —uv
ng[h,g]z Z d°x\/g§ Fqu’ (7.25)
and Sg is the action for the corresponding Faddeev—Popov ghosts C* and C:

_ - oF,
Senlh, C, C; 81 = —k ™! /ddx Cug"” p

A Lc (é_’a,s + haﬁ) . (7.26)
af

The Faddeev—Popov action S, is obtained along the same lines as in Yang—
Mills theory: one applies a gauge transformation (7.23) to F,, and replaces the
parameters v* by the ghost field C*. The integral over C* and C,, exponentiates
the Faddeev—Popov determinant det[§F,/Sv"]. In (7.24) we coupled h,,, C*,
and Cu to sources t*”, 5, and 0¥, respectively: Sqource = — fddx \/g?{t““hw +
5,C" + o"C,} . The k- and source-dependent expectation values of h,,, C*, and
C,, are then given by

ﬁ_l(SWk L 1 W S A4
BN IRV O
As usual, we assume that one can invert the relations (7.27) and solve for the

sources (t"", o*, 5,) as functionals of (}_zw, &n EM) and, parametrically, of g,,.
The Legendre transform Iy of W, reads

(7.27)

Tilh, &, &3] = /ddx Vet hyy + 6,E" + 0"E, ) — Wilt, 0,65 8]. (7.28)

This functional inherits a parametric g,,,-dependence from W;.

As mentioned earlier for a generic gauge-fixing condition the Legendre trans-
form (7.28) is not a diffeomorphism-invariant functional of its arguments, because
the gauge breaking under the functional integral is communicated to T via the
sources. Although I, does indeed describe the correct on-shell physics satisfying
all constraints coming from BRST invariance, it is not invariant off shell [46,47].
The situation is different for the class of gauge-fixing conditions of the background
type. Although — as any gauge-fixing condition must — they break the invariance
under (7.23), they are chosen to be invariant under the so-called background gauge
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transformations
Shyw = Lyhyy , 88w = LoZuv - (7.29)

The complete metric y,, = guv + h,, transforms as §y,, = £,y,, both under
(7.29) and under (7.23). The crucial difference is that the (quantum) gauge trans-
formations (7.23) keep g,, unchanged, so that the entire change of y,,, is ascribed
to h,,. This is the point of view one adopts in a standard perturbative calculation
around flat space, where one fixes g,,, = 1,, and allows for no variation of the
background. In the present construction, instead, we leave g, unspecified but insist
on covariance under (7.29). This will lead to a completely background-covariant
formulation.

Clearly there exist many possible gauge-fixing terms Se¢[/; g] of the form (7.25)
which break (7.23) and are invariant under (7.29). A convenient choice which has
been employed in practical calculations is the background version of the harmonic
coordinate condition [46]:

_ 1 _
F, = V2« [85§°‘VDV - 5g“ﬂD#] hag - (7.30)

The covariant derivative D, involves the Christoffel symbols I’ 1, of the background
metric. Note that (7.30) is linear in the quantum field . On a flat background with
&uv = Ny the condition F, = Oreduces to the familiar harmonic coordinate condi-
tion, 0% h,, = %avh lﬁ‘ In Equations (7.30) and (7.26) « is an arbitrary constant with
the dimension of a mass. We shall set k = (327 G)~'/? with G a constant reference
value of Newton’s constant. The ghost action for the gauge condition (7.30) reads

Senlh, C.C: 8] = —ﬁ/d"x JECuMig. g1*,C" (7.31)
with the Faddeev—Popov operator

Mg, g1*, = §"°§°" Dy (g Do + 85vD,) — §"° 8" D385v D, - (7.32)

It will prove crucial that for every background-type choice of F),, S, is invariant
under (7.29) together with

5C* = L,C*, 5C, = L,C,, . (7.33)

The essential piece in Equation (7.24) is the IR cutoff for the gravitational field
h,, and for the ghosts. It is taken to be of the form

2
AiS = % f dx /3 hu RE (81" hpo + V2 f d’x /3 C,R{"(31CH.
(7.34)
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The cutoff operators RE™ and RE" serve the purpose of discriminating between
high-momentum and low-momentum modes. Eigenmodes of —D? with eigenval-
ues p? > k? are integrated out without any suppression, whereas modes with small
eigenvalues p? < k> are suppressed. The operators Rirav and Rih have the structure
Rilg] = Zik*? RO(—D?/k?), where the dimensionless function R© interpolates
between R (0) = 1 and R (c0) = 0. A convenient choice is, e.g., the exponential
cutoff RO(w) = wlexp(w) — 1]7!, where w = p?/k>. The factors Z; are different
for the graviton and the ghost cutoff. For the ghost Z; = Z,‘fh is a pure number,
whereas for the metric fluctuation Z, = Z¢'" is a tensor, constructed only from
the background metric g,,, which must be fixed along the lines described at the
end of Section 7.2.

A feature of A;S which is essential from a practical point of view is that the
modes of 4, and the ghosts are organized according to their eigenvalues with
respect to the background Laplace operator D> = gD, D, rather than D?> =
g"" D, D,, which would pertain to the full quantum metric g,, + h,,. Using D?,
the functional AS is quadratic in the quantum field 4,,, whereas it becomes
extremely complicated if D? is used instead. The virtue of a quadratic A S is that
it gives rise to a flow equation which contains second functional derivatives of I';
but no higher ones. The flow equations resulting from the cutoff operator D? are
prohibitively complicated and can hardly be used for practical computations. A
second property of AS, which is crucial for our purposes, is that it is invariant
under the background gauge transformations (7.29) with (7.34).

Having specified all the ingredients which enter the functional integral (7.24) for
the generating functional W;, we can write down the final definition of the effective
average action I';. It is obtained from the Legendre transform T by subtracting
the cutoff action A;S with the classical fields inserted:

Tilh, & E; g1 = Tulh, &, ;5] — AcSIh, €, ;8] (7.35)

It is convenient to define the expectation value of the quantum metric y,,,,

guv(-x) = guv(x)‘i'ﬁ;w(x)’ (7.36)

and consider I’y as a functional of g,,, rather than /,,,:

Fk[g;w’ 8uv» SM’ éu] = Fk[gpw — &uvs f#, gu;guv] . (7.37)

So, what did we gain going through this seemingly complicated background field
construction, eventually ending up with an action functional which depends on two
metrics even? The main advantage of this setting is that the corresponding function-
als I:k, and as a result [y, are invariant under general coordinate transformations
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where all its arguments transform as tensors of the corresponding rank:
Ti[® + L, @] = T'i[ D], ® = {guv: Zuvs E*, &} (7.38)

Note that in (7.38), contrary to the quantum gauge transformation (7.23), also the
background metric transforms as an ordinary tensor field: 6g,, = £,g,.. Equa-
tion (7.38) is a consequence of

Wil + LT =WelT), T ={t",0".6, 8w} (7.39)

This invariance property follows from (7.24) if one performs a compensating
transformation (7.29), (7.34) on the integration variables 4 ,,,, C*, and C_‘u and uses
the invariance of S[g + h], Sgt, Sen, and Ay S. At this point we assume that the
functional measure in (7.24) is diffeomorphism invariant.

Because the Ry s vanish for k = 0, the limitk — Oof I'x[guv, &0, §¥, f;cﬂ] brings
us back to the standard effective action functional, which still depends on two
metrics, though. The ordinary effective action I'[g,,] with one metric argument
is obtained from this functional by setting g,, = g, or equivalently /,, =0
[46,47]:

Plgl=limDilg. g = g.§ =0, = 0] = lim [l = 0,5 = 0,5 = 0:¢ = 3.
(7.40)

This equation brings about the magic property of the background field formalism:
a priori the 1PI n-point functions of the metric are obtained by an n-fold functional
differentiation of I'y[%, 0, 0; 8.v] with respect to h wv- Thereby g, is kept fixed;
it acts simply as an externally prescribed function which specifies the form of the
gauge-fixing condition. Hence the functional I'y and the resulting off-shell Green
functions do depend on g,,,, but the on-shell Green functions, related to observable
scattering amplitudes, do not depend on g,,,. In this respect g, plays a role similar
to the gauge parameter « in the standard approach. Remarkably, the same on-shell
Green functions can be obtained by differentiating the functional I'[g,,, ] of (7.40)
with respect to g, or equivalently Iolh =0, =0, =0;g = g], with respect
to its g argument. In this context, “on-shell” means that the metric satisfies the
effective field equation 61°0[g]/3g., = 0.
With (7.40) and its k-dependent counterpart

l:‘k[g;w] = Fk[gp.lh 8uvs 0,01, (7.41)

we succeeded in constructing a diffeomorphism-invariant generating functional
for gravity: thanks to (7.38), I'[g,,] and Iy [g,v] are invariant under general co-
ordinate transformations 8g,,, = £,g,.,. However, there is a price to be paid for their
invariance: the simplified functional I} [g,.v] does not satisfy an exact RG equation,
basically because it contains insufficient information. The actual RG evolution
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has to be performed at the level of the functional I'y[g, g, &, £ |. Only after the
evolution may one set g = g, § = 0, £ = 0. As aresult, the actual theory space of
QEG, {Alg, g. &, £ 1}, consists of functionals of all four variables, g,,,, §.v, ", &,
subject to the invariance condition (7.38).

The derivation of the FRGE for I'; is analogous to the scalar case. Following
exactly the same steps, one arrives at

o 1 N1
Oulh, £ 5.8 =5Tr [(Fff’ +R) (asz),;;,]
1 @, 5\ @, 5\ S
— 5Tr|:{(rk +Rk)§g — (Fk +Rk>§§ (atRk)gg .
(7.42)

Here F,EZ) denotes the Hessian of I';, with respect to the dynamical fields &, &, £ at
fixed g. It is a block matrix labeled by the fields ¢; = {h,,,, £, &,}:

1 82T
VZOZQ) 8¢i(x)8¢;(y)

(In the ghost sector the derivatives are understood as left derivatives.) Like-
wise, Ry is a block-diagonal matrix with entries (Ry 107 = ARy (81" and
ﬁgg = ﬁRih[g]. Evaluating the trace in the position representation includes an
integration ['d“x./g(x) involving the background volume element. For any cutoff
which is qualitatively similar to the exponential cutoff, the traces on the RHS of
Equation (7.42) are well convergent, in both the IR and the UV. By virtue of the
factor 8,7/3\;{, the dominant contributions come from a narrow band of generalized
momenta centered around k. Large momenta are exponentially suppressed.

Besides the FRGE, the effective average action also satisfies an exact integro-
differential equation similar to (7.12) in the scalar case. By the same argument as
there, it can be used to find the k — oo limit of the average action:

Fk—)oo[ﬁa Sv éug] = S[g + ]:l] + ng[ﬁ;g] + Sgh[ﬁ’ ’f’ é’g] . (744)

2)ij
29 (x,y) =

(7.43)

Note that the initial value I'y_, o, includes the gauge-fixing and ghost actions. At
the level of the functional 'y [g], Equation (7.44) boils down to 'y o[g] = S[g].
However, as F,iz) involves derivatives with respect to &, (or equivalently g,,) at
fixed g,,., it is clear that the evolution cannot be formulated entirely in terms of [’
alone.

The background gauge invariance of [y, expressed in Equation (7.38), is of
enormous practical importance. It implies that if the initial functional does not
contain non-invariant terms, the flow will not generate such terms. Very often this
reduces the number of terms to be retained in a reliable truncation ansatz quite
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considerably. Nevertheless, even if the initial action is simple, the RG flow will
generate all sorts of local and nonlocal terms in I'y which are consistent with the
symmetries.

Let us close this section by remarking that, at least formally, the construction
of the effective average action can be repeated for Lorentzian signature metrics. In
this case one deals with oscillating exponentials ¢’5, and for arguments like the one
leading to (7.44) one has to employ the Riemann-Lebesgue lemma. Apart from the
obvious substitutions I'y — —il'y, Ry — —iRy, the evolution equation remains
unaltered.

7.4 Truncated flow equations

Solving the FRGE (7.42) subject to the initial condition (7.44) is equivalent to (and
in practice as difficult as) calculating the original functional integral over y,,,. It is
therefore important to devise efficient approximation methods. The truncation of
theory space is the one which makes maximum use of the FRGE reformulation of
the quantum field theory problem at hand.

As for the flow on the theory space {A[g, g, &, £]}, a still very general truncation
consists in neglecting the evolution of the ghost action by making the ansatz

Fk[g’g’ Své] = I_ﬂk[g] +Fk[gv g] + ng[g - g’g] + Sgh[g _g’ évé’g]v (745)

where we have extracted the classical S,¢ and Sgp, from I';.. The remaining functional
depends on both g, and g,,. It is further decomposed as I’y + 'y where [y is
defined as in (7.41) and I'} contains the deviations for g # g. Hence, by definition,
I'vlg, g] = 0, and 'y, contains in particular quantum corrections to the gauge fixing
term which vanishes for g = g, too. This ansatz satisfies the initial condition (7.44)
if

Tinew=S8 and Tioe=0. (7.46)
Inserting (7.45) into the exact FRGE (7.42), one obtains an evolution equation on
the truncated space {A[g, g]}:

1 rave —1\ ! rav . _
dLilg. 81 = Tr [(K‘2F£2>[g, g+ RETIEl) aRE [g]}

-1
~Tr [(—M[g, 31+ R'(3)) aﬂeih[g]] . a4
This equation evolves the functional

Tilg, 81 = Tilel + Selg — &; 31 + Tilg, 31. (7.48)

Here F,({z) denotes the Hessian of I'y[g, g] with respect to g, at fixed g, .
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The truncation ansatz (7.45) is still too general for practical calculations to
be easily possible. The first truncation for which the RG flow has been found
[1] is the Einstein—Hilbert truncation, which retains in I';[g] only the terms
[dx./g and [ ddx\/gR, already present in the in the classical action, with k-
de[fndent coupling constants, and includes only the wave function renormalization
in I'y:

I'ilg, gl = 2K2ZN]< /ddx @{—R(g) + 2):;{} + ZZ_Z(\)/[k /ddx \/EgHUFMFU .

(7.49)
In this case the truncation subspace is two-dimensional. The ansatz (7.49) contains
two free functions of the scale, the running cosmological constant A, and Z y; or,
equivalently, the running Newton constant G, = G /Zyy. Here G is a fixed constant,
and k = (327 G)~'/2. As for the gauge-fixing term, F, is given by Equation (7.30)
with Euv = guv — &uv replacing h,,; it vanishes for g = g. The ansatz (7.49)
has the general structure of (7.45) with f‘k = (Zynk — 1)Sgr. Within the Einstein—
Hilbert approximation the gauge-fixing parameter « is kept constant. Here we shall
set « = 1 and comment on generalizations later on.

Upon inserting the ansatz (7.49) into the flow equation (7.47), it boils down to
a system of two ordinary differential equations for Zy; and A;. Their derivation is
rather technical, so we shall focus on the conceptual aspects here. In order to find
9, Zni and 9, it is sufficient to consider (7.47) for &uv = &uv- Inthis case the LHS
of the flow equation becomes 2«2 [d“x ./g[—R()3; Znk + 20,(Z i x)]. The RHS
is assumed to admit an expansion in terms of invariants P;[g,.]. In the Einstein—
Hilbert truncation only two of them, f dix g and f d?x /&R, need to be retained.
They can be extracted from the traces in (7.47) by standard derivative expansion
techniques. On equating the result to the LHS and comparing the coefficients of
[d’x./g and [d’x./gR, a pair of coupled differential equations for Zy; and i,
arises. It is important to note that, on the RHS, we may set g,, = g, only after
the functional derivatives of I‘,(f) have been obtained, for they must be taken at
fixed g,,.

In principle this calculation can be performed without ever considering any
specific metric g,, = g,,. This reflects the fact that the approach is background
covariant. The RG flow is universal in the sense that it does not depend on any
specific metric. In this respect gravity is not different from the more traditional
applications of the renormalization group: the RG flow in the Ising universality
class, say, has nothing to do with any specific spin configuration; it rather reflects
the statistical properties of many such configurations.

Although there is no conceptual necessity to fix the background metric, it nev-
ertheless is sometimes advantageous from a computational point of view to pick
a specific class of backgrounds. Leaving g,, completely general, the calculation
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of the functional traces is usually hard work. In principle there exist well-known
derivative expansion and heat kernel techniques, which could be used for this
purpose, but their application is usually an extremely lengthy and tedious task.
Moreover, typically the operators F,(Cz) and Ry are of a complicated nonstandard
type, so that no efficient use of the tabulated Seeley coefficients can be made.
However, often calculations of this type simplify if one can assume that g,, = g,
has specific properties. Because the beta functions are background independent,
we may therefore restrict g, to lie in a conveniently chosen class of geometries
which is still general enough to disentangle the invariants retained and at the same
time simplifies the calculation.

For the Einstein—Hilbert truncation the most efficient choice is a family of d-
spheres S%(r), labeled by their radius r. For those geometries, Dy R, 0 = 0, 50
they give a vanishing value to all invariants constructed from g = g containing
covariant derivatives acting on curvature tensors. What remains (among the local
invariants) are terms of the form f /8 P(R), where P is a polynomial in the Rie-
mann tensor with arbitrary index contractions. To linear order in the (contractions
of the) Riemann tensor the two invariants relevant for the Einstein—Hilbert trun-
cation are discriminated by the S¢ metrics as the latter scale differently with the
radius of the sphere: [,/g ~ r?, [/gR ~ r?=2. Thus, in order to compute the
beta functions of A; and Zyy it is sufficient to insert an S¢ metric with arbi-
trary r and to compare the coefficients of 7¢ and r?~2. If one wants to do better
and include the three quadratic invariants [ R,,c R*"*°, [R,,R", and [ R?, the
family S9(r) is not general enough to separate them; all scale like r?~* with the
radius.

Under the trace we need the operator F,(f) [h;g]. It is most easily calculated
by Taylor expanding the truncation ansatz, ['[g + h, g] = [«[g, g] + O(h) +
I, g1+ O(h®), and stripping off the two /s from the quadratic term,

F]ccluad =1 fhrl(f)h, For g,,, the metric on $9(r) one obtains
- 1 =~
CP1h: g1 = 5 Zi? / d'x {huu [-D* =27+ CrR]I™

2d

with Cr = (d(d — 3) +4)/(d(d — 1)), Cs = (d — 4)/d. In order to partially dlag—
onalize this quadratic form, /,, has been decomposed into a traceless part 7, v
and the trace part proportional to ¢: /1, = =h, w+d7 g0, g i wv = 0. Further,
D? = gD, D, is the covariant Laplace operator corresponding to the background
geometry, and R = d(d — 1)/r? is the numerical value of the curvature scalar on

S4(r).

_ (ﬂ) ¢ [-D* — 27 + CsR] ¢} . (1.50)
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At this point we can fix the constants Z; which appear in the cutoff operators
REY and RE" of (7.34). They should be adjusted in such a way that for every
low-momentum mode the cutoff combines with the kinetic term of this mode to
form —D? + k? times a constant. Looking at (7.50), we see that the respective
kinetic terms for ﬁuv and ¢ differ by a factor of —(d — 2)/2d. This suggests the
following choice:

grav UV po nvpo d—2 nvpo
(ZEyre = [(1 N ]sz. (7.51)
Here (Py),,"° = d~'§,,2" is the projector on the trace part of the metric. For the
traceless tensor, (7.51) gives Z,frav = Zni1, and for ¢ the different relative nor-
malization is taken into account. (See [1] for a detailed discussion of the subtleties
related to this choice.) Thus we obtain in the / and the ¢ sector, respectively,

(K—Zr,?)[g, gl + R’%)m = Zyi[-D* + K*RO(-=D?*/k*) — 2A¢ + CrR],

-2+ ©2) grav
(K rPle, gl + RS )¢¢ (7.52)

d—2 _
= ——7 2w [-D* + K*RO(—D?*/k*) — 2 + CsR].

From now on we may set g = g, and for simplicity we have omitted the bars
from the metric and the curvature. Inasmuch as we did not take into account any
renormalization effects in the ghost action, we set Z,%h = lin th and obtain

— M+ R = —D>+kK*RO(-=D*/k*)+ CvR, (7.53)

with Cy = —1/d. At this point the operator under the first trace on the RHS of
(7.47) has become block diagonal, with the hh and ¢¢ blocks given by (7.52).
Both block operators are expressible in terms of the Laplacian D?, in the former
case acting on traceless symmetric tensor fields, in the latter on scalars. The second
trace in (7.47) stems from the ghosts; it contains (7.53) with D? acting on vector
fields.

It is now a matter of straightforward algebra to compute the first two terms
in the derivative expansion of those traces, proportional to [ ddx\/g ~r¢ and
[dx JER ~ r?=2. Considering the trace of an arbitrary function of the Laplacian,
W (—D?), the expansion up to second derivatives of the metric is given by

Tr[W(—D?)] = <4n)—d/2tr<1){ QapnlW] f d'x /g

+ éQd/z_l[W] /ddx JER + 0(R2)}. (7.54)
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The Q,’s are defined as

1 o0
AW = — dz7"~'w 7.55
0.[W] r<n)/0 2 W) (755)

for n > 0, and Qo[W] = W(0) for n = 0. The trace tr(/) counts the number of
independent field components. It equals 1, d, and (d — 1)(d + 2)/2 for scalars,
vectors, and symmetric traceless tensors, respectively. The expansion (7.54)
is easily derived using standard heat kernel and Mellin transform techniques
[1].

Using (7.54) it is easy to calculate the traces in (7.47) and to obtain the RG
equations in the form 9, Zyy = - - - and 9;(Zy;Ax) = - - - . We shall not display them
here, because it is more convenient to rewrite them in terms of the dimensionless
running cosmological constant and Newton constant, respectively:

M=k"2h, @ =kT2Gr=k25G . (7.56)

Recall that the dimensionful running Newton constant is given by Gy = Z,G. In
terms of the dimensionless couplings g and A the RG equations become a system
of autonomous differential equations:

O gk =[d — 2+ nn(gr M) 8k = Bo(8ks M) »

(7.57)
Ahi = B(8ks M) -
Here ny = —0; In Zy is the anomalous dimension of the operator ,/gR,
8k B1(Ax)
N8k, M) = —————, (7.58)
1 — gk Ba(A)

with the following functions of A;:

1
Bi() = §(471)1_[1/2 [d(d + DDy 5 (—2h) — 6d(d — DD 5 (—210),
—4d P}, (0) — 249 /2(0)], (7.59)

1 ~ ~
By(hy) = _8(4”)1_d/2 [dd + D)@}, (=2hi) — 6d(d — 1D} ,5(—240)] .
The beta function for A is given by a similar expression:
1
Bilgis ) = —(2 = M)k + 5844m)' 2| 2d(d + DO} p(=200)

—8d®),(0) — d(d + )y D, /2(—2,\k>}. (7.60)



310 Martin Reuter and Frank Saueressig

The threshold functions ® and ) appearing in (7.59) and (7.60) are certain integrals
involving the normalized cutoff function R©:

1 [ RO(2) — 2RO
opwy= —— [ dzp B
I'(n) Jo [z + RO(z) + w]P
7.61)
Brwy = —— [ dzz! ©

rmty “° E+ROQ+wr

They are defined for positive integers p, and n > 0.

With the derivation of the system (7.57) we managed to find an approximation
to a two-dimensional projection of the RG flow. Its properties, and in particular the
domain of applicability and reliability of the Einstein—Hilbert truncation, will be
discussed in the following section.

Although there are (a few) aspects of the truncated RG flow which are indepen-
dent of the cutoff scheme, i.e., independent of the function RO the explicit solution
of the flow equation requires a specific choice of this function. As we discussed
already, the normalized cutoff function ROw), w = p2 / k2, describes the shape
of Ri(p?) in the transition region, where it interpolates between the prescribed
behavior for p? « k? and p? > k?, respectively, and is therefore referred to as
the shape function. In the literature various forms of R(®’s have been employed.
Easy to handle, but disadvantageous for high-precision calculations, is the sharp
cutoff [4] defined by Ry(p?) = limp_, ., RO(1 — p?/k?), where the limit is to be
taken after the p? integration. This cutoff allows for an evaluation of the ® and )
integrals in closed form. Taking d = 4 as an example, the equations (7.57) boil
down to the following simple system of equations:®

5
Ihe = —(2 — nn)he — %[5 In(1 — 244) — 2¢(3) + E"N]’ (7.62a)

08k = 2+ nn) gk (7.62b)

_ 2 gk
6 + 5 gk

18
Ny = [ +5In(1 — 20 — £(2) + 6]. (7.62¢)

1 — 2

Also, the optimized cutoff [44] with RO(w) = (1 — w)8(1 — w) allows for an ana-
lytic evaluation of the integrals [14]. In order to check the scheme (in)dependence
of the results it is desirable to perform the calculation for a whole class of R®s. For
this purpose the following one-parameter family of exponential cutoffs has been
used [3,5, 8]:

sw

esw —1°

RO(w;s) =

(7.63)

3 Tobe precise, (7.62c¢) corresponds to the sharp cutoff with s = 1; see [4].
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The precise form of the cutoff is controlled by the shape parameter s. For s = 1,
(7.63) coincides with the standard exponential cutoff. The exponential cutoffs are
suitable for precision calculations, but the price to be paid is that their ® and )
integrals can be evaluated only numerically. The same is true for a one-parameter
family of shape functions with compact support, which was used in [3, 5].

We have illustrated the general ideas and constructions underlying gravitational
RG flows by means of the simplest example, the Einstein—Hilbert truncation. In the
literature various extensions have been investigated. The derivation and analysis of
these more general flow equations, corresponding to higher-dimensional truncation
subspaces, is an extremely complex and calculationally demanding problem in
general. For this reason we cannot go into the technical details here and just
mention some further developments.

7.4.1

The natural next step beyond the Einstein—Hilbert truncation consists in gener-
alizing the functional I';[g], while keeping the gauge fixing and ghost sector
classical, as in (7.45). During the RG evolution the flow generates all possible
diffeomorphism-invariant terms in I';[g] which one can construct from guv- Both
local and nonlocal terms are induced. The local invariants contain strings of cur-
vature tensors and covariant derivatives acting upon them, with any number of
tensors and derivatives, and of all possible index structures. The first trunca-
tion of this class which has been worked out completely [5, 6] is the R? trun-
cation defined by (7.45) with the same Fk as before, and the curvature-squared
action

Filgl = f d'x/g[(167 GO = R() + 2h] + AR ()| (7.64)

In this case the truncated theory space is three-dimensional. Its natural (dimen-
sionless) coordinates are (g, A, ), where By = k*~¢ B, and g and A are defined in
(7.56). Even though (7.64) contains only one additional invariant, the derivation
of the corresponding RG equations is far more complicated than in the Einstein—
Hilbert case. We shall summarize the results obtained with (7.64) [5, 6] in Section
7.6.

7.4.2

As for generalizing the ghost sector of the truncation beyond (7.45), no results are
available yet, but there is a partial result concerning the gauge-fixing term. Even
if one makes the ansatz (7.49) for I'y[g, g] in which the gauge-fixing term has the
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classical (or, more appropriately, bare) structure, one should treat its prefactor as
a running coupling: o = ;. The beta function of « has not been determined yet
from the FRGE, but there is a simple argument which allows us to bypass this
calculation.

In nonperturbative Yang—Mills theory and in perturbative quantum gravity,
o = o = 0 is known to be a fixed point for the o evolution. The following rea-
soning suggests that the same is true within the nonperturbative FRGE approach
to gravity. In the standard functional integral the limit @ — O corresponds to a
sharp implementation of the gauge-fixing condition, i.e., exp(—Sgs) becomes pro-
portional to §[F,]. The domain of the f Dh,,, integration consists of those h,,s
which satisfy the gauge-fixing condition exactly, F,, = 0. Adding the IR cutoff at
k amounts to suppressing some of the 4, modes while retaining the others. But
because all of them satisfy F,, = 0, a variation of k cannot change the domain of
the h,,, integration. The delta functional 5[ F, ] continues to be present for any value
of k if it was there originally. As a consequence, o vanishes for all k,i.e.,« = 01is
a fixed point of the « evolution [48].

Thus we can mimic the dynamical treatment of a running « by setting the
gauge-fixing parameter to the constant value o« = 0. The calculation for @ = 0 is
more complicated than at « = 1, but for the Einstein—Hilbert truncation the «-
dependence of B, and B,, for arbitrary constant «, has been found in [3,49]. The
R? truncations could be analyzed only in the simple o« = 1 gauge, but the results
from the Einstein—Hilbert truncation suggest the UV quantities of interest do not
change much between ¢ = 0 and ¢ = 1 [3, 5].

7.4.3

Up to now we have considered pure gravity. For the general formalism, the inclusion
of matter fields is straightforward. The structure of the flow equation remains unal-
tered, except that now F,(Cz) and R are operators on the larger Hilbert space of both
gravity and matter fluctuations. In practice, however, the derivation of the projected
RG equations can be quite a formidable task, the difficult part being the decou-
pling of the various modes (diagonalization of F,EZ)), which in most calculational
schemes is necessary for the computation of the functional traces. Various mat-
ter systems, both interacting and noninteracting (apart from their interaction with
gravity) have been studied in the literature [2, 50, 51]. A rather detailed analysis
has been performed by Percacci et al. In [2, 12] arbitrary multiplets of free (mass-
less) fields with spin 0, 1/2, 1, and 3/2 were included. In [12] an interacting scalar
theory coupled to gravity in the Einstein—Hilbert approximation was analyzed, and
a possible solution to the triviality and the hierarchy problem [16] was proposed in
this context.
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7.4.4

Finally we mention another generalization of the simplest case that we have
reviewed, which is of a more technical nature [3]. In order to facilitate the
calculation of the functional traces it is helpful to employ a transverse trace-
less (TT) decomposition of the metric: &, = k], + D,V, + D,V, 4+ D, D,o —
d='g,,D*c +d'g,,¢. Here hgv is a transverse traceless tensor, V), a trans-
verse vector, and o and ¢ are scalars. In this framework it is natural to formu-
late the cutoff in terms of the component fields appearing in the TT decompo-
sition: AxS ~ thVRkhT’” + [V, R V* + ---. This cutoff is referred to as a
cutoff of type B, in contradistinction to the fype A cutoff described in Section
T.3: AyS ~ f h,wRih*”. Because covariant derivatives do not commute, the two
cutoffs are not exactly equal even if they contain the same shape function. Thus,
comparing type A and type B cutoffs is an additional possibility for checking
scheme (in)dependence [3,5].

7.5 Asymptotic Safety

In intuitive terms, the basic idea of asymptotic safety can be understood as fol-
lows. The boundary of theory space depicted in Figure 7.1 is meant to sepa-
rate points with coordinates {u,,a = 1,2, ...} with all the essential couplings
u, well defined, from points with undefined, divergent couplings. The basic task
of renormalization theory consists in constructing an infinitely long RG trajec-
tory which lies entirely within this theory space, i.e., a trajectory which does not
leave theory space (that is, develops divergences) either in the UV limit k — oo
or in the IR limit k — 0. Every such trajectory defines one possible quantum
theory.

The idea of asymptotic safety is to perform the UV limit k — oo at a fixed point
{uy,a =1,2,...} = u™ of the RG flow. The fixed point is a zero of the vector field
B = (By), .., Bo(u*) =0 for all « =1, 2,.... The RG trajectories, solutions of
koguy (k) = By (u(k)), have a low “velocity” near or a fixed point because the 8,s
are small there and directly at the fixed point the running stops completely. As a
result, one can “use up” an infinite amount of RG time near or at the fixed point if
one bases the quantum theory on a trajectory which runs into such a fixed point for
k — oo. This is the key idea of asymptotic safety: If in the UV limit the trajectory
ends at a fixed point, an inner point of theory space giving rise to a well-behaved
action functional, we can be sure that, for kK — o0, the trajectory does not escape
from theory space, i.e., does not develop pathological properties such as divergent
couplings. For k — oo the resulting quantum theory is asymptotically safe from
unphysical divergences. In the context of gravity, Weinberg [17] proposed to use a
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non-Gaussian fixed point (NGFP) for letting k — oco. By definition, not all of its
coordinates u vanish."

Recall from Section 2.2 that the coordinates u, are the dimensionless essential
couplings related to the dimensionful ones ii,, by u, = k~%ii,. Hence the running
of the i’s is given by

(k) = k% uy (k). (7.65)

Therefore, even directly at a NGFP where u, (k) = u};, the dimensionful couplings
keep running according to a power law involving their canonical dimensions d,:

iy (k) = u’ k% . (7.66)

Furthermore, nonessential dimensionless couplings are not required to attain fixed-
point values.

Given a NGFP, an important concept is its UV critical hypersurface Syy, or
synonymously, its unstable manifold. By definition, it consists of all points of theory
space which are pulled into the NGFP by the inverse RG flow, i.e., for increasing
k. Its dimensionality dim (Syy) = Ayy is given by the number of attractive (for
increasing cutoff k) directions in the space of couplings.

Writing the RG equations as k dyu, = By (U1, U, .. .), the linearized flow near
the fixed point is governed by the Jacobi matrix B = (B, ), By, = 0y, B (u™):

k 3 ug (k) = Z Buy (uy (k) — ). (7.67)
¥
The general solution to this equation reads
ua(k) =+ > Cr V) (ﬁ)gl (7.68)
a(K) = U, [ Ve \ 7 , .

where the V’s are the right eigenvectors of B with eigenvalues —6;, i.e.,
Zy By, Vyl = —0, Val . Inasmuch as B is not symmetric in general, the 6;’s are
not guaranteed to be real. We assume that the eigenvectors form a complete sys-
tem, though. Furthermore, k is a fixed reference scale, and the C;’s are constants
of integration.

If uy(k) is to describe a trajectory in Syy, then uy (k) must approach u, in the
limit k¥ — o0, and therefore we must set C; = O for all / with Re8; < 0. Hence
the dimensionality Ayy equals the number of B-eigenvalues with a negative real
part, i.e., the number of 6;s with Ref; > 0. The corresponding eigenvectors span
the tangent space to Syy at the NGFP.

4 In contrast, uy =0Ya =1,2,...1s a so-called Gaussian fixed point (GFP). In a sense, standard perturbation
theory takes the k — oo limit at the GFP; see [18] for a detailed discussion.
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Fig. 7.2. Schematic picture of the UV critical hypersurface Syy of the NGFP. It
is spanned by RG trajectories emanating from the NGFP as the RG scale k is
lowered. Trajectories not in the surface are attracted towards Syy as k decreases.
(The arrows point in the direction of decreasing k, from the UV to the IR.)

If u, (k) describes a generic trajectory with all C; nonzero and we lower the
cutoff, only Ayy relevant parameters corresponding to the eigendirections tangent
to Syv grow (Re 6; > 0), while the remaining irrelevant couplings pertaining to
the eigendirections normal to Syy decrease (Re6; < 0). Thus near the NGFP a
generic trajectory is attracted towards Syv; see Figure 7.2.

Coming back to the asymptotic safety construction, let us now use this fixed point
in order to take the limit kK — oo. The trajectories which define an infinite-cutoff
limit for QEG are special in that all irrelevant couplings are set to zero: C; = 0 if
Re6; < 0. These conditions place the trajectory exactly on Syy. There is a Agy-
parameter family of such trajectories, and the experiment must decide which one
is realized in nature. Therefore the predictive power of the theory increases with
decreasing dimensionality of Syy, i.e., number of UV attractive eigendirections
of the NGFP. (If Ayy < oo, the quantum field theory thus constructed is com-
parable to and as predictive as a perturbatively renormalizable model with Ayy
renormalizable couplings, i.e., couplings relevant at the GFP.)

The quantities 6; are referred to as critical exponents, because when the renor-
malization group is applied to critical phenomena (second-order phase transitions)
the traditionally defined critical exponents are related to the 6;s in a simple way
[23]. In fact, one of the early successes of the RG ideas was an explanation of
the universality properties of critical phenomena, i.e., the fact that systems at the
critical point seem to “forget” the precise form of their microdynamics and just
depend on the universality class, characterized by a set of critical exponents, they
belong to.

In the present context, “universality” means that certain very special quantities
related to the RG flow are independent of the precise form of the cutoff and, in
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particular, its shape function R©®. Universal quantities are potentially measurable
or at least closely related to observables. The 6;s are examples of universal quan-
tities; the coordinates of the fixed point, 7, are not, even in an exact calculation.
Quantities independently known to be universal provide an important tool for test-
ing the reliability or accuracy of approximate RG calculations and of truncations
in particular. Because they are known to be R’ independent in an exact treatment,
we can determine the degree of their R‘”’ dependence within the truncation and use
it as a measure for the quality of the truncated calculation.

For a more detailed and formal discussion of asymptotic safety and, in particular,
its relation to perturbation theory we refer to the review [18].

7.6 Average Action approach to Asymptotic Safety

Our discussion of the asymptotic safety construction in the previous section was at
the level of the exact (untruncated) RG flow. In this section we are going to imple-
ment these ideas in the context of explicitly computable approximate RG flows
on truncated theory spaces. We shall mostly concentrate on the Einstein—Hilbert
(R) truncation and the R? truncation of pure gravity in d = 4. The corresponding
d-dimensional flow equations were derived in [1] and [5], respectively.

7.6.1 The phase portrait of the Einstein—Hilbert truncation

In [4] the RG equations (7.57) implied by the Einstein—Hilbert truncation were
analyzed in detail, using both analytical and numerical methods. In particular,
all RG trajectories of this system were classified, and examples were computed
numerically. The most important classes of trajectories in the phase portrait on the
g—A plane are shown in Figure 7.3. The trajectories were obtained by numerically
solving the system (7.62) for a sharp cutoff; using a smooth one, all qualitative
features remain unchanged. The RG flow is found to be dominated by two fixed
points (g*, A*): the GFP at g* = A* =0, and a NGFP with g* > 0 and A* > 0.
There are three classes of trajectories emanating from the NGFP: trajectories
of types Ia and IIla run toward negative and positive cosmological constants,
respectively, and the single trajectory of type Ila (separatrix) hits the GFP for
k — 0. The high-momentum properties of QEG are governed by the NGFP;
for k — oo, in Figure 7.3 all RG trajectories on the half plane g > 0 run into
this point. Note that near the NGFP the dimensionful Newton constant vanishes
for k — oo according to Gy = g;/k*> ~ g*/k* — 0, whereas the cosmological
constant diverges: Ay = Ak ~ A*k?* — oo.

So, the Einstein—Hilbert truncation does indeed predict the existence of a NGFP
with exactly the properties needed for the asymptotic safety construction. Clearly
the crucial question to be analyzed now is whether the NGFP found is the projection
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Fig. 7.3. RG flow in the g—X plane. The arrows point in the direction of increasing
coarse graining, i.e., of decreasing k. (From [4].)

of a fixed point in the exact theory on the untruncated theory space or whether it is
merely the artifact of an insufficient approximation.

7.6.2 Testing the Einstein—Hilbert truncation

We mentioned already that the residual R”) dependence of universal quantities is a
measure for the quality of a truncation. This test has been applied to the Einstein—
Hilbert truncation in [3, 8]. We shall display the results in the next subsection. In
accordance with the general theory, the coordinates of the fixed point (g*, A*) are
not universal. However, it can be argued that they should give rise to a universal
combination, the product g*A*, which can be measured in principle [3]. Although
k and, at a fixed value of k, G; and A; cannot be measured separately, we may
invert the function k — Gy and insert the result k = k(G) into A. This leads to
an in principle experimentally testable relationship A = A(G) between Newton’s
constant and the cosmological constant. Here A and G should be determined in
experiments involving similar scales. In the fixed-point regime this relationship
reads A(G) = g*A*/G. So, even if this is quite difficult in practice, one can deter-
mine the product g*A* experimentally. As a consequence, in any reliable calculation
g*A* should be approximately R’ independent.
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The ultimate justification of a given truncation consists in checking that if
one adds further terms to it, its physical predictions remain robust. The first step
towards testing the robustness of the Einstein—Hilbert truncation near the NGFP
against the inclusion of other invariants has been taken in [5, 6], where the R?
truncation of Equation (7.64) has been analyzed. The corresponding beta functions
for the three generalized couplings g, A, and 8 have been derived, but they are too
complicated to be reproduced here. Suffice it to say that on the three-dimensional
(g, A, B) space, too, a NGFP has been found which generalizes the one from the
pure R calculation. This allows for a comparison of the fixed-point results for
the R? and the Einstein—Hilbert truncation, and for a check of the approximate
R© independence of universal quantities in the three-dimensional setting. For the
Einstein—Hilbert truncation the universality analysis has been performed for an
arbitrary constant gauge parameter «, including the “physical” value o = 0 [3].
Because of its algebraic complexity, the R? analysis [5] was carried out in the
simpler ¢ = 1 gauge.

7.6.3 Evidence for Asymptotic Safety

We now summarize the results concerning the NGFP which were obtained with
the R (Sections 7.6.3.1-7.6.3.5) and R? truncations (Sections 7.3.1.6-7.3.1.9),
respectively [3—6]. All properties mentioned in the following are independent
pieces of evidence pointing in the direction that QEG is indeed asymptotically safe
in four dimensions. Except for Section 7.6.3.5, all results refer to d = 4.

7.6.3.1 Universal existence

Both for type A and for type B cutoffs, the non-Gaussian fixed point exists for all
shape functions R”. (This generalizes earlier results in [8].) It seems impossible
to find an admissible cutoff that destroys the fixed point in d = 4. This result is
highly nontrivial in that in higher dimensions (d 2 5) the existence of the NGFP
depends on the cutoff chosen [4].

7.6.3.2 Positive Newton constant

Although the position of the fixed point is scheme dependent, all cutoffs yield
positive values of g* and A*. A negative g* might have been problematic for
stability reasons, but there is no mechanism in the flow equation which would
exclude it on general grounds.

7.6.3.3 Stability

For any cutoff employed, the NGFP is found to be UV attractive in both directions
of the A—g plane. Linearizing the flow equation according to Equation (7.67), we
obtain a pair of complex conjugate critical exponents 6; = 6 with positive real
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part 8" and imaginary parts +6". In terms of t = In(k/kg) the general solution to
the linearized flow equations reads

(e 80T = (A%, g*)T + 2{ [Re C cos(6” 1) +ImC sin(6"t)]Re V

+ [Re C sin(0"t) —ImC cos(6”t)]Im V}e%
(7.69)

with C = C; = (C,)* an arbitrary complex number and V = V! = (V?)* the right
eigenvector of B with eigenvalue —6; = —65. Equation (7.67) implies that, due to
the positivity of 6’, all trajectories hit the fixed point as ¢ is sent to infinity. The
nonvanishing imaginary part 8” has no effect on the stability. However, it influences
the shape of the trajectories that spiral into the fixed point for k — oo. Thus, the
fixed point has the stability properties needed in the asymptotic safety scenario.

Solving the full, nonlinear flow equations [4] shows that the asymptotic scaling
region where the linearization (7.69) is valid extends from k = co down to about
k ~ mp with the Planck mass defined as mp; = G, 12 Here mp) plays arole similar
to Agcp in QCD: it marks the lower boundary of the asymptotic scaling region.
We set kg = mp) so that the asymptotic scaling regime extends from about t = 0 to
t = o0.

7.6.3.4 Scheme and gauge dependence

Analyzing the cutoff scheme dependence of 6’, 6”, and g*A* as a measure for the
reliability of the truncation, the critical exponents were found to be reasonably
constant, within about a factor of 2. For « =1 and o = 0, for instance, they
assume values in the ranges (1.4 <6’ < 1.8,23 <0”" <4)and (1.7 <6’ < 2.1,
2.5 < 0”7 <'5), respectively. The universality properties of the product g*A* are
even more impressive. Despite the rather strong scheme dependence of g* and
A* separately, their product has almost no visible s-dependence for not too small
values of s. Its value is

(7.70)

* A 0.12 fora =1,
~10.14 fora =0.

The differences between the “physical” (fixed-point) value of the gauge parameter,
o = 0, and the technically more convenient « = 1 are at the level of about 10 to
20 percent.

7.6.3.5 Higher and lower dimensions

The beta functions implied by the FRGE are continuous functions of the spacetime
dimensionality, and it is instructive to analyze them for d # 4. In [1] it has been
shown that for d =2 + ¢, |e| < 1, the FRGE reproduces Weinberg’s [17] fixed
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Fig. 7.4. Comparison of 1*, g*, 6’, and 6" for different cutoff functions in depen-
dence on the dimension d. Two versions of the sharp cutoff (sc) and the exponen-
tial cutoff with s = 1 (Exp) have been employed. The upper line shows that for
2 4+ € < d < 4 the cutoff scheme dependence of the results is rather small. The
lower diagram shows that increasing d beyond about 5 leads to a significant dif-
ference in the results for ', ” obtained with the different cutoff schemes. (From

[4])

point for Newton’s constant, g* = ;—86 and also supplies a corresponding fixed-
point value for the cosmological constant, A* = —%CD{(O)E, with the threshold
function given in (7.61). For arbitrary d and a generic cutoff the RG flow is
quantitatively similar to the four-dimensional one for all d smaller than a certain
critical dimension d.;;, above which the existence or nonexistence of the NGFP
becomes cutoff dependent. The critical dimension is scheme dependent, but for
any admissible cutoff it lies well above d = 4. As d approaches d;; from below,
the scheme dependence of the universal quantities increases drastically, indicating
that the R truncation becomes insufficient near dy;.

In Figure 7.4 we show the d-dependence of g*, A*, 6, and 6" for two versions of
the sharp cutoff (with s = 1 and s = 30, respectively) and for the exponential cutoff
with s = 1. For 2 4+ € < d < 4 the scheme dependence of the critical exponents is
rather weak; it becomes appreciable only near d & 6 [4]. Figure 7.4 suggests that

the Einstein—Hilbert truncation at d = 4 performs almost as well as near d = 2. Its
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Fig. 7.5. (a) g*, A*, and g*\* as functions of s for 1 <s <5, and (b) 8* as a
function of s for 1 < s < 30, using the family of exponential shape functions
(7.63). (From [6].)
validity can be extended toward larger dimensionalities by optimizing the shape
function [14].

7.6.3.6 Position of the fixed point (R*)

Also with the generalized truncation the NGFP is found to exist for all admissi-
ble cutoffs. Figure 7.5 shows its coordinates (A*, g*, 8*) for the family of shape
functions (7.63) and the type B cutoff. For every shape parameter s, the values of
A* and g* are almost the same as those obtained with the Einstein—Hilbert trun-
cation. In particular, the product g*A* is constant with high accuracy. For s = 1,
for instance, one obtains (A*, g*) = (0.348, 0.272) from the Einstein—Hilbert trun-
cation and (A%, g*, 8*) = (0.330, 0.292, 0.005) from the generalized truncation. It
is quite remarkable that 8* is always significantly smaller than A* and g*. Within
the limited precision of our calculation this means that in the three-dimensional
parameter space the fixed point practically lies on the A—g plane with 8 = 0, i.e.,
in the parameter space of the pure Einstein—Hilbert truncation.

7.6.3.7 Eigenvalues and -vectors (R?)

The NGFP of the R? truncation proves to be UV attractive in each of the three
directions of the (A, g, B) space for all cutoffs used. The linearized flow in its
vicinity is always governed by a pair of complex conjugate critical exponents
6, = 0" 410" = 6; with 6’ > 0 and a single real, positive critical exponent 63 > 0.
It may be expressed as

Ouies 85 BOT = (A, g%, ,8*)T + 2{ [Re C cos (0”t) +ImC sin (" t)]Re V
+ [ReC sin (0" 1) —ImC cos (§”¢)]Im V} eV 4+ Cy3V3 e

(7.71)
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with arbitrary complex C = C; = (C,)* and real C3, and with V = V! = (V?)*
and V3 the right eigenvectors of the stability matrix (B;;); je(iq.p) With eigen-
values —0; = —6; and —6s, respectively. Clearly the conditions for UV stability
are 0’ > 0 and 63 > 0. They are indeed satisfied for all cutoffs. For the exponen-
tial shape function with s = 1, for instance, we find 6’ = 2.15, 6” = 3.79, 65 =
28.8, and ReV = (—0.164,0.753, —0.008)T, ImV = (0.64,0, —0.0)T, V3 =
—(0.92,0.39, 0.04). (The vectors are normalized so that | V| = || V3| = 1.) The
trajectories (7.71) comprise three independent normal modes with amplitudes pro-
portional to Re C, ImC, and C3, respectively. The first two are again of the spiral
type; the third is a straight line.

For any cutoff, the numerical results have several quite remarkable properties.
They all indicate that, close to the NGFP, the RG flow is rather well approximated
by the pure Einstein—Hilbert truncation.

(a) The B-components of ReV and ImV are tiny. Hence these two vectors span a plane
which virtually coincides with the g—A subspace at 8 = 0, i.e., with the parameter
space of the Einstein—Hilbert truncation. As a consequence, the ReC and ImC normal
modes are essentially the same trajectories as the old normal modes already found
without the R? term. Also, the corresponding 6’ and #” values coincide within the
scheme dependence.

(b) The new eigenvalue #; introduced by the R? term is significantly larger than 6’
When a trajectory approaches the fixed point from below (+ — 00), the old normal
modes o« Re C, Im C are proportional to exp(—0’t), but the new one is proportional to
exp(—6st), so that it decays much quicker. For every trajectory running into the fixed
point, i.e., for every set of constants (Re C, Im C, C3), we find therefore that once ¢ is
sufficiently large, the trajectory lies entirely in the Re V-Im V subspace — for practical
purposes, the 8 = 0 plane. Due to the large value of 63, the new scaling field is very
relevant. However, when we start at the fixed point (r = oo) and lower ¢, it is only at
the low energy scale k &~ mp (t & 0) that exp(—65¢) reaches unity, and only there, i.e.,
far away from the fixed point, does the new scaling field start growing rapidly.

(c) Inmasmuch as the matrix B is not symmetric, its eigenvectors have no reason to be
orthogonal. In fact, one finds that V3 lies almost in the ReV—ImV plane. For the angles
between the eigenvectors given, we obtain <((ReV,ImV) = 102.3°, <(ReV, V3) =
100.7°, <(ImV, V3) = 156.7°. Their sum is 359.7°, which confirms that ReV, ImV,
and V3 are almost coplanar. This implies that when we lower ¢ and move away from
the fixed point so that the V? scaling field starts growing, it is again predominantly the
[ d% /g and [d?x /g R invariants which get excited, but not [d“x /g R* in the first
place.

Summarizing the preceding three points, we can say that close to the fixed point
the RG flow seems to be essentially two-dimensional, and that this two-dimensional
flow is well approximated by the RG equations of the Einstein—Hilbert truncation.
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(b)

Fig.7.6. Trajectory of the linearized flow equation obtained from the R? truncation
for 1 <t =1In(k/ko) < oo. In (b) we depict the eigendirections and the “box” to
which the trajectory is confined. (From [6].)

In Figure 7.6 we show a typical trajectory, which has all three normal modes
excited with equal strength (Re C = Im C = 1/4/2, C3 = 1). All the way down
from k = oo to about k = mp it is confined to a thin box surrounding the 8 = 0
plane.

7.6.3.8 Scheme dependence (R?)

The scheme dependence of the critical exponents and of the product g*A* turns
out to be of the same order of magnitude as in the case of the Einstein—Hilbert
truncation. Figure 7.7 shows the cutoff dependence of the critical exponents, using
the family of shape functions (7.63). For the cutoffs employed, 6" and 6" assume
values in the ranges 2.1 <6’ < 3.4 and 3.1 < 6” < 4.3, respectively. Whereas
the scheme dependence of 6” is weaker than in the case of the Einstein—Hilbert
truncation, one finds that that of 6’ it is slightly stronger. The exponent 65 suffers
from relatively strong variations as the cutoff is changed (8.4 < 65 < 28.8), but it
is always significantly larger than 6. The product g*1* again exhibits an extremely
weak scheme dependence. Figure 7.5(a) displays g*A* as a function of s. It is
impressive to see how the cutoff dependences of g* and A* cancel almost perfectly.
Figure 7.5(a) suggests the universal value g*A* =~ 0.14. Comparing this value with
those obtained from the Einstein—Hilbert truncation, we find that it differs slightly
from the one based upon the same gauge o = 1. The deviation is of the same size
as the difference between the @ = 0 and the o = 1 results of the Einstein—Hilbert
truncation.

As for the universality of the critical exponents, we emphasize that the qualitative
properties just listed (6’,60; > 0, 65 > 0’, etc.) are obtained for all cutoffs. The
0’s have a much stronger scheme dependence than g*A*, however. This is most
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Fig. 7.7. (a) ' = Re6; and 6” = Im 6y, and (b) 65 as functions of s, using the
family of exponential shape functions (7.63). (From [5].)

probably due to neglecting further relevant operators in the truncation, so that the
B-matrix we are diagonalizing is still too small.

7.6.3.9 Dimensionality of Syy

According to the canonical dimensional analysis, the (curvature)” invariants in four
dimensions are classically marginal for n = 2 and irrelevant for n > 2. The results
for 65 indicate that there are large nonclassical contributions, so that there might
be relevant operators perhaps even beyond n = 2. With the present approach it
is clearly not possible to determine their number Ayy. However, as it is hardly
conceivable that the quantum effects change the signs of arbitrarily large (negative)
classical scaling dimensions, Ayy should be finite [17].

A first confirmation of this picture comes from the R? calculation, which has
also been performed at d = 2 + ¢, where, at least canonically, the dimensional
count is shifted by two units. In this case we find indeed that the third scaling
field is irrelevant: 83 < 0. Therefore the dimensionality of Syy could be as small
as Ayy = 2 (but this is not a proof, of course). If so, the quantum theory would be
characterized by only two free parameters: the renormalized Newton constant and
the cosmological constant.

7.7 Discussion and conclusion

On the basis of the preceding results we believe that the non-Gaussian fixed point
occurring in the Einstein—Hilbert truncation is not a truncation artifact, but rather
the projection of a fixed point in the exact theory space. The fixed point and all its
qualitative properties are stable against variations of the cutoff and the inclusion
of a further invariant in the truncation. It is particularly remarkable that within
the scheme dependence the additional R? term has essentially no impact on the
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fixed point. We interpret the results and their mutual consistency as quite nontrivial
indications supporting the conjecture that four-dimensional QEG indeed possesses
a RG fixed point with precisely the properties needed for its nonperturbative renor-
malizability and asymptotic safety.

Recently this picture has been beautifully confirmed by Codello, Percacci, and
Rahmede [52], who, for d = 4, considered truncations of the form

N
Tilgl = / d*x/g Y (k) R". (7.72)

n=0

In the most advanced case the highest power of the curvature scalar was as large as
N = 7. An important result obtained with these truncations is that, going beyond
the R? truncation, the new eigendirections at the NGFP are all UV repulsive
(Re 6; < 0), indicating that Ayy is indeed likely to be a small finite number. On
increasing the order N of the curvature polynomial, the values of the universal
quantities show a certain degree of convergence; in particular, g*A* agrees with the
Einstein—Hilbert result (7.70) to within 10 or 20 percent forany N =2, ..., 7. It
is amazing how well the RG flow near the NGFP is approximated by the Einstein—
Hilbert truncation; the reason for this is not yet fully understood.

In this chapter we have focused on the average action approach to QEG.
For a detailed discussion, including evidence for asymptotic safety from other
approaches, we refer to [18].

Before closing, some further comments might be helpful here.

(1) The construction of an effective average action for gravity as introduced in [1] rep-
resents a background-independent approach to quantum gravity. Somewhat paradox-
ically, this background independence is achieved by means of the background field
formalism: One fixes an arbitrary background, quantizes the fluctuation field in this
background, and afterwards adjusts g, in such a way that the expectation value of the
fluctuation vanishes: /1., = 0. In this way the background gets fixed dynamically.

(2) The combination of the effective average action with the background field method
has been successfully tested within conventional field theory. In QED and Yang-—
Mills type gauge theories it reproduces the known results and extends them into the
nonperturbative domain [22,24].

(3) The coexistence of asymptotic safety and perturbative nonrenormalizability is well
understood. In particular, upon fixing g,, = 1,, and expanding the trace on its RHS
in powers of G, the FRGE reproduces the divergences of perturbation theory; see [18]
for a detailed discussion of this point.

(4) Itis to be emphasized that in the average action framework the RG flow, i.e., the vector
field B , is completely determined once a theory space is fixed. As a consequence, the
choice of theory space determines the set of fixed points I'* at which asymptotically
safe theories can be defined. Therefore, in the asymptotic safety scenario the bare
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action § = I'* is a prediction of the theory, rather than an ad hoc postulate as usual in
quantum field theory. (Ambiguities could arise only if there is more than one suitable
NGFP.,)

According to the results available to date, the Einstein—Hilbert action of classical
general relativity seems not to play any distinguished role in the asymptotic safety
context, at least not at the conceptual level. The only known NGFP on the theory space
of QEG has the structure I'* = (Einstein—Hilbert action) + more, where “more” stands
for both local and nonlocal corrections. So it seems that the Einstein—Hilbert action is
only an approximation to the true fixed-point action, albeit an approximation that was
found to be rather reliable for many purposes.

Any quantum theory of gravity must reproduce the successes of classical general
relativity. As for QEG, it cannot be expected that this will happen for all RG trajectories
in Syy, but it should happen for some or at least one of them. Within the Einstein—
Hilbert truncation it has been shown [4 1] that there actually do exist trajectories (of type
[IIa) which have an extended classical regime and are consistent with all observations.
In the classical regime mentioned, the spacetime geometry is nondynamical to a good
approximation. In this regime the familiar methods of quantum field theory in curved
classical spacetimes apply, and it is clear therefore that effects such as Hawking
radiation or cosmological particle production are reproduced by the general framework
of QEG with matter.

On coupling free massless matter fields to gravity, it turned out [12] that the fixed
point continues to exist under weak conditions concerning the number of various types
of matter fields (scalars, fermions, etc.). No fine tuning with respect to the matter
multiplets is necessary. In particular, asymptotic safety does not seem to require any
special constraints or symmetries among the matter fields such as supersymmetry, for
instance.

Because the NGFP seems to exist already in pure gravity, it is likely that a widespread
prejudice about gravity may be incorrect: its quantization seems not to require any
kind of unification with the other fundamental interactions.

Given that by now the asymptotic safety of QEG hardly can be questioned,

future work will have to focus on its physics implications. The effective average

action is an ideal framework for investigations of this sort in that, contrary to other
exact RG schemes, it provides a family of scale-dependent effective (rather than
bare) actions, {I'x[-],0 < k < oo}. Dealing with phenomena involving typical
scales k, a tree-level evaluation of I'; is sufficient for finding the leading quantum
gravity effects. The investigations already performed in this direction employed
the following methods:

(a)

RG improvement: In [33] and [35], respectively, a first study of the asymptotic safety-
based phenomenology of black hole and cosmological spacetimes has been carried
out by RG-improving the classical field equations or their solutions. Thereby k is
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identified with a fixed, geometrically motivated scale. Using the same method, modified
dispersion relations of point particles were discussed in [42].

Scale-dependent geometry: In the spirit of the gravitational average action, a spacetime
manifold can be visualized as a fixed differentiable manifold equipped with infinitely
many metric structures {(g,,,)x, 0 < k < oo} where (g,,,) is a solution to the effec-
tive field equation implied by I';. Comparably to the situation in fractal geometry,
the metric, and therefore all distances, depend on the resolution of the experiment by
means of which spacetime is probed. A general discussion of the geometrical issues
involved (scale-dependent diffeomorphisms, symmetries, causal structures, etc.) was
given in [27], and in [26] these ideas were applied to show that QEG can generate a
minimum length dynamically. In [3,5] it has been pointed out that the QEG spacetimes
should have fractal properties, with a fractal dimension equal to 4 on macroscopic
and 2 on microscopic scales. This picture was confirmed by the computation of their
spectral dimension in [28]. Quite remarkably, the same dynamical dimensional reduc-
tion from 4 to 2 has also been observed in Monte Carlo simulations using the causal
triangulation approach [29-31]. It is therefore intriguing to speculate that this discrete
approach and the gravitational average action actually describe the same underlying
theory.
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When is a differentiable manifold the boundary
of an orbifold?

ANDRES ANGEL*

Abstract

The aim of this short chapter is to review some classical results on cobordism of
manifolds and discuss recent extensions of this theory to orbifolds. In particular,
I present an answer to the question “When is a differentiable manifold the
boundary of an orbifold?” in the oriented case and in the unoriented case
when we restrict to isotropy groups of odd order.

Introduction

When is a differentiable manifold the boundary of another differentiable manifold?
This question was answered by Thom [14] in the 1950s; the necessary and sufficient
condition is the vanishing of certain characteristic numbers, invariants defined by
evaluating characteristic classes of the tangent bundle on the fundamental class of
the manifold. His proof is one of the cornerstones of algebraic topology [2] and
shows the powerful tools that homotopy theory gives to the study of the geometry
of manifolds.

Orbifolds, originally introduced as V-manifolds by Satake [12], and so named
by Thurston [15], are useful generalizations of manifolds: locally they look like
the quotient of Euclidean space by the action of a finite group. Their study lies
at the intersection of many different areas of mathematics, and they appear natu-
rally in many situations such as moduli problems, noncommutative geometry and

* The author would like to thank Bernardo Uribe and Ernesto Lupercio for their interest and helpful conversations
about this work, and the organizers of the 2007 summer school “Geometrical and Topological Methods in
Quantum Field Theory” for a great event and the opportunity to present some of the results mentioned in this
work. Some of the results presented here are part of the author’s dissertation under the direction of Professor
Ralph Cohen, to whom the author owes thanks for many hours of guidance and suggestions. The author wants
to thank also Kimberly Druschel for making available to him a copy of her thesis, which has been a constant
source of ideas.

This paper is dedicated on her birthday to Nora Raggio, for her support and love.
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foliation theory. The local character of the definition of orbifolds allows many
constructions that can be applied to manifolds to be extended to orbifolds, and
it is natural to ask, When is an orbifold the boundary of another orbifold? Key
ingredients of Thom’s proof do not seem to extend naturally to orbifolds, and
the interplay between geometry and homotopy theory, in this case, is still not
understood.

A complete answer to this question is still open, but some partial results are
known. In the oriented case Druschel [8] defines generalized Pontrjagin numbers
that determine when a multiple of an oriented orbifold is a boundary. In [4] the
author provides similar characteristic numbers that determine when an orbifold
with isotropy groups of odd order is a boundary.

The purpose of this short chapter is to present an answer to the more restricted
question, When is a differentiable manifold the boundary of an orbifold? In this
case the constructions in [8] and [4] take a simpler form, and the following answer
can be given:

An oriented manifold is the boundary of an oriented orbifold precisely when all
Pontrjagin numbers vanish.

A differentiable manifold is the boundary of an orbifold with only odd singu-
larities precisely when all Stiefel-Whitney numbers vanish.

This paper is expository and is organized as follows. In Section 1, I review
some of the classical theory for manifolds, and state the results of Thom [14] and
Wall [16] on the cobordism rings. In Section 2, I discuss the necessary background
on orbifolds. Section 3 is the main part of this chapter; it gives a proof that if
an oriented differentiable manifold is the boundary of an oriented orbifold, then
some multiple of the manifold bounds. This easily follows from the existence of a
rational fundamental class for oriented orbifolds and the fact that Pontrjagin classes
determine the cobordism class of a manifold up to torsion.

Also I present a proof that if a manifold is the boundary of an orbifold with only
odd singularities, then it is actually the boundary of a manifold. This also follows
from the existence of Z,-fundamental classes for this type of orbifolds, but instead
I present a direct geometric proof that constructs the bounding manifold out of the
orbifold.

Throughout this chapter manifold will mean compact differentiable manifold.

8.1 Cobordism of manifolds

In this section I present the basic results on the classical theory of cobordism
of manifolds. I give the definitions of the cobordism groups and characteristic
numbers and state the main results of Thom and Wall that led to a description of
the cobordism ring of manifolds. They provide a complete answer to the question:
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When is a manifold the boundary of another manifold? The main references for
this section are [13], [10] and [16].

8.1.1 Unoriented cobordism

We say that two closed n-dimensional manifolds MY, M} are cobordant if there
exists an n + 1-dimensional manifold with boundary W"*! such that the boundary
is the disjoint union of M7 and M;':

AW = M7 u My,

The cobordism relation is an equivalence relation on the class of differentiable
manifolds. We denote by [M] the corresponding equivalence class, and denote
by I, the set of equivalence classes of n-dimensional manifolds. This set can
be endowed with a group operation given by disjoint union and the empty set as
identity. We call N,, the cobordism group of n-dimensional manifolds. This is the
central object of our study, and for its determination more structure on these groups
turns out to be of utmost importance.

The Cartesian product of manifolds induces a ring structure on the graded vector

space
N, = EB n,.

Observe that M, is a Z,-algebra, i.e., every element has order two, because two
copies of a manifold M are the boundary of the manifold M x I.

Remark 8.1.1 We have translated the question “When is a manifold M the bound-
ary of another manifold?” into the algebraic task “Determine when the class [M]
is zero in the cobordism ring 91,..”

In [14] Thom completely determined this algebra: 1, is the polynomial algebra
over Z, generated by elements in dimensions not of the form 2/ — 1. He provided
complete invariants that determine when two manifolds are cobordant.

8.1.2 Characteristic numbers

I will now introduce invariants of the cobordism class of a manifold. These invari-
ants are defined in terms of the differentiable structure of the manifold. Given an
n-dimensional differentiable manifold M, the tangent bundle TM — M is a rank
n real vector bundle over M. To such a vector bundle you can assign certain coho-
mology classes w;(T M) € H (M;Z,), called Stiefel-Whitney classes [10]. Here
H'(M;Z,) denotes the singular cohomology of M with Z, coefficients.
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Recall that any closed n-dimensional manifold has a Z,-fundamental class, i.e.,
a top homology class that restricts at any point x € M to the nonzero class of

H,(M, M — {x};Z2) = 7.
Now, given any partition I = (i, ..., i;,) of n, the cup product
Cl)[(TM) = (,()ll(TM) J---U (,()im(TM)

is a top cohomology class. By evaluating on the fundamental class of M, we
obtain elements of Z, that are called the Stiefel-Whitney numbers associated to the
partition /,

(i (TM), [M]) € Zs.

Here [M] denotes the fundamental class, and (, ) is the Kronecker pairing between
singular cohomology and homology. These numbers turn out to be invariants of
the cobordism class. To see this, it is enough to prove that if M is the boundary of
W, then all its Stiefel-Whitney numbers are zero. Suppose that M" = dW"*!, and
let I = (iy, ..., i,) be a partition of n. Denote by ¢ : M — W the inclusion of M
into W as the boundary. By the collaring theorem there is a neighborhood of M in
W that is diffeomorphic to M x [0, 1). Therefore (*(TW) = TM & R, the sum of
the tangent bundle with a trivial one, and we have

(w(TM), [M]) =

o (TM ®R),[M]) by stability

wr((TW)), [M]) by the preceding remark
G (TW), [M]) by naturality

o (TW), 1, [M]) by functoriality of the pairing.

o~ o~~~

Now, in the long exact sequence, on homology with Z,-coefficients, of the pair
(W, M),
Ly ) Uy
> Hn+1(M) - Hn+1(W) - Hn+1(W7 M) - Hn(M) - Hn(W) — e,

we have that 1,0 = 0; but W is a manifold with boundary, and it has a fundamen-
tal class [W] € H,,1(W, M) such that o[ W] = [M]; therefore ¢,([M]) = 0. This
shows that the Stiefel-Whitney numbers are zero.

Example 8.1.2 For real projective spaces (see [10])

1 1
w;(TRP") = (”+ ) ("+ > mod 2,

131 Ik

and in particular for the trivial partition of n = 2k, I = (2k), we have
Wi (TRP*) # 0,

i.e., RP* is not the boundary of another manifold.
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Thom’s proof starts by realizing that the cobordism groups are the stable homotopy
groups of a spectrum, now called a Thom spectrum and denoted by M O. Thus the
problem of determining when a manifold is the boundary of another manifold has
been translated into a homotopy theory problem: determine when a map from a
sphere into the spectrum M O is null-homotopic.

The calculation of the stable homotopy groups of M O is still not trivial and
was accomplished by Thom in [14]. A corollary of his work is that unorientably,
a manifold bounds if and only if all its Stiefel-Whitney numbers are zero. His
proof also determines completely the cobordism ring: it is the polynomial algebra
M, = Zs[x; | i #2/ — 1]. On even dimensions, the generators can be taken to be
the real projective spaces; odd-dimensional generators were given by Dold [6] soon
after Thom’s paper.

8.1.3 Oriented cobordism

Observe that an orientation of a manifold with boundary induces an orientation
of the boundary on choosing a normal unit vector field on the boundary. By
always considering the outward normal vector, one makes the boundary of an
oriented manifold also an oriented manifold; therefore it is possible to talk also
about cobordism of such objects. We say closed oriented n-dimensional manifolds
M, M} are cobordant if there exists an n 4 1-dimensional oriented manifold with
boundary W"*! whose boundary is the disjoint union of M} and —M}:

AW = MU —M},

where — M7 is just M5 with the reverse orientation.

Just as before, cobordism is an equivalence relation on the class of n-dimensional
oriented manifolds; the set of equivalence classes is denoted by €2,,, and is a group
under disjoint union. The graded vector space

Q*:@Qn

is a graded commutative ring, the oriented cobordism ring. Given an oriented
manifold, we will use the linear structure on the tangent bundle to define invari-
ants that determine the oriented cobordism class, at least up to torsion. They are
defined in similar way to the Stiefel-Whitney numbers, but now the homology and
cohomology are with integer coefficients.

Recall that an oriented closed n-dimensional manifold has a fundamental class
[M] € H,(M;Z), that is, a top homology class that restricts at each point to the
class

HM,M—{x};Z) =7

given by the orientation.



When is a differentiable manifold the boundary of an orbifold? 335

To the tangent bundle T M — M, we can associate certain characteristic classes
pi(TM) € H¥(M;Z) called Pontrjagin classes; see [11] and [10]. To define in-
variants of the cobordism class we evaluate these classes at the fundamental
class.

Given any partition I = (i, ..., i,) of n, the cup product p;(TM) = p;, U
-+ U p; (I'M) is an n-dimensional cohomology class that, when we evaluate on
the fundamental class

(pi(TM),[M]),

gives an integer. The same proof as with Stiefel-Whitney classes shows that these
are also cobordism invariants. Note that for dimensional reasons these numbers are
always zero unless 7 is divisible by four.

Example 8.1.3 For even complex projective spaces (see [10])

2 1 2 1
pI(TCP?) = ( " )( nE )
1] Uk

ifi; 4+ - - - iy = n, and zero otherwise. In particular, they are not the boundary of an
oriented manifold.

In the same manner, we can identify the oriented cobordism ring with the
stable homotopy groups of another spectrum, now denoted M S O. In this case the
homotopy problem turns out to be even harder, but Thom managed to calculate
the stable homotopy groups of M SO after tensoring with the rationals, thereby
giving a complete description of the ring Q, ® Q. It is a polynomial algebra over
the rationals generated by classes on dimensions that are multiples of 4. Generators
can be taken to be the complex projective spaces on even dimensions,

Q[CP?, CP4, .. .

Thom’s proof shows also that Pontrjagin numbers completely determine an element
of Q. ® Q. Therefore a multiple of a manifold bounds if and only if all its Pontrjagin
numbers vanish.

Later work of Milnor [10] and Wall [16] settled the complete calculation of the
torsion, and gave an algebraic description of the oriented cobordism ring. The main
results contained in those papers can be summarized as follows:

e Q. has no odd torsion.

e Q. has no element of order 4.

¢ The torsion-free part of €2, is a polynomial ring.

¢ Two oriented manifolds are cobordant if and only if their Pontrjagin and Stiefel-Whitney
numbers are the same.
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Therefore,
An oriented manifold is the boundary of an oriented manifold precisely when
all Pontrjagin and Stiefel-Whitney numbers vanish.

8.2 Orbifolds

Orbifolds were first introduced by Satake [12] in the fifties as generalizations of
smooth manifolds that allow mild singularities. Since then, orbifolds have became
a subject of study of their own (see [1], for example), and their use has tran-
scended mathematics: nowadays orbifolds are used in string theory and crys-
tallography. In this section we follow the classical perspective on orbifolds by
defining orbifold charts and atlases akin to the way manifolds are defined. We
define the analogs of vector bundles and fiber bundles, and discuss orientations
and fundamental classes. The main references for this section are [12], [1], and

[O].

8.2.1 Charts

Let X be a paracompact Hausdorff topological space. Now we introduce the analog
of charts for manifolds: an n-dimensional orbifold chart on X is a triple (U, G, U)
where U is a connected manifold, G is a finite group acting on U, and U is an open
subset of X, homeomorphic to U/G.

To be able to glue charts, we need to specify when two charts are compa-
tible. First, an embedding of charts (U, G,U) — (V, H, V) is a differentiable
embedding U < V that is equivariant with respect to a monomorphism G <>
H that preserves the kernel of the actions. Two charts (U, G, U) < (V, H, V)
are compatible if for every point in U NV, there exists a chart (W, K, W) with
embeddings of charts:

(U, G, U) (V,H,V)

~

(W, K, W)

As with manifolds, an orbifold atlas on X is a family of charts (U, G, Uy)
that is compatible and covers X. An orbifold structure on X is just an equivalence
class of orbifold atlases, where two atlases are equivalent if there is a zigzag of
common refinements. We will denote an orbifold structure on X by calligraphic
letters, like X', and the topological space X will be called the underlying space and
will be denoted by |X|.
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Example 8.2.1 A manifold M with an action of a finite group G gives rise to an
orbifold structure that we will denote by [M /G ]. It has an atlas with only one chart.
In amore general vein, if a compact Lie group acts differentiably on a manifold with
finite stabilizers, then the quotient space can be endowed with an orbifold structure.
Charts can be constructed with the slice theorem for differentiable actions.

Example 8.2.2 For a finite group G, the orbifold [*/G] is a zero-dimensional
orbifold. The underlying space has only one point.

Given a point x € X, take a chart (U, G, U) around x, and let x € U be a lift of
x. Then we define the isotropy group of x to be

Gy={geG|gx=x}

This group is well defined up to isomorphism, and the restriction of the action of
the isotropy group on any chart gives a well-defined representation of the isotropy
group that we call the local representation at x. A point is called nonsingular it G,
is trivial, and singular otherwise. The set XX = {x € X | G, # {1}} is called the
singular locus of X. In general the singular locus is not an orbifold.

Remark 8.2.3 The isotropies give a stratification of | X|.

Example 8.2.4 Consider the action of S' on C? — {0} given by A(z;,22) =
(A*z, Az). It is a an action with finite stabilizers, and therefore the underlying
space, which topologically is just a sphere, has an orbifold structure coming from
this action. It has one singular point with isotropy group Z,, but it can be seen that
is not the quotient of a manifold by a finite group (even though it is a quotient by a
compact Lie group).

We say that an orbifold is effective if we can find an atlas for which all the local
groups act effectively. On the other side, we say that an orbifold is purely ineffective
if all the local groups act trivially.

Remark 8.2.5 Extra care should be taken when working with orbifolds that are not
effective; for these our definition is not the best one, and the language of groupoids
provides a much better one. See [1] and [9].

8.2.2 Orbibundles

A vector orbibundle V over an orbifold Q is an orbifold V that has an atlas of the
form (U, x R", G,), where (U,, G,) is an atlas for Q, all the actions are linear
on the second component, and we require also the embeddings between the charts
to be linear on the second component.
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We have an induced map on the underlying spaces p : [W| — |Q|, which in
general is not a vector bundle. The fibers of a point are topological spaces homeo-
morphic to R*/G,.

Example 8.2.6 If G is a finite group, and M is a manifold with an action of
G, then a G-bundle E gives an orbivector bundle [E/G] over [M/G]. In par-
ticular, for a representation V of G, we have an orbivector bundle [V /G] over

[x/G].

In general, given a manifold F and a group acting effectively on F, we define a
fiber orbibundle with structure group G in a similar way, by requiring an atlas of the
form (U, x F, G,), where the actions and embeddings on the second component
are through elements of G. For example, given an orbivector bundle V, we can
form the projectivization RIP()), and the charts are of the form (U, x RP"!, Go).
Note that the projectivization can have more singularities coming from elements
fixing setwise (and not necessarily pointwise) a line.

Example 8.2.7 Let p be the representation of Z, on R? given by multiplying by
—1. The linear orbifold [R?/Z,] has only one singular point. The projectivization
RP(p @ R) is the orbifold [RP?/Z,]. Its singular locus consists of one point and
a copy of S!. The local representation at the isolated point is p, and the local
representation at points on S' is given by complex conjugation.

A local orientation of an orbifold is a choice of an orientation at each point
that makes the action of G, orientation preserving; this induces orientations on
all smaller charts. This is equivalent to identifying G, with a subgroup of SO(n).
As with manifolds, an orientation of an orbifold is just a choice of local ori-
entations such that the transition functions are orientation preserving. We say
that an orbifold is locally orientable if all the local groups act preserving the
orientation.

Locally orientable orbifolds share many of the properties that manifolds have.
In particular, a locally orientable n-dimensional orbifold is a rational homology
manifold, i.e., for every x € |X|,

H,(|1X], 1X] = {x} Q) = Q.

Therefore a closed oriented orbifold of dimension n has a fundamental class in
H,(|X|; Q). This is not true when working with integer coefficients and not even
with Z, coefficients; the order of the groups and the local actions can introduce
torsion in H,(|X|, |X| — {x}; Z).

To an orbifold X we can associate a topological space BX called the classifying
space of the orbifold; see [1,9]. For example, for a global quotient X = [M/G]
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with G a finite group acting on M, BX is homotopy equivalent to the homo-
topy orbit space EG xg M. A key feature of this classifying space construc-
tion is that if V is an orbibundle on X, then BY — BX is an honest vector
bundle, and therefore we can talk about characteristic classes, now elements of
H*(BX).

To an orbifold X we have associated two topological spaces, the underlying
space |X'| and the classifying space BX’; there is a map BA — |X|, but in general
this map is far from being a homotopy equivalence.

Example 8.2.8 For a finite group G, B[*/G] is homotopy equivalent to BG, the
classifying space for principal G-bundles [10], but |[*/G]]| is just a point.

Over the rationals these spaces are the same, at least homologically, i.e.,

H,(|X];Q) = H.(BX; Q).

Remark 8.2.9 Therefore for an oriented orbifold we can talk at the same time
about a fundamental class and characteristic classes, at least rationally.

8.3 Cobordism of orbifolds

In her thesis, Druschel [7] started the study of orbifold cobordism by introducing a
complete set of invariants that determine the oriented cobordism class up to torsion.
To study the torsion, Druschel [7] considers cobordism with restrictions on the set
of local groups and how they fit into a commutative diagram to show that every
two- and three-dimensional effective oriented orbifold bounds.

By restricting the type of singularities that we allow, we get different cobordism
groups, and the study of how these groups relate when we allow more singularities
is the main theme of [7] and [5], where the interplay between different cobordism
groups is codified algebraically by a commutative diagram and a spectral sequence,
respectively. Druschel’s result on two- and three-dimensional orbifolds is explained
in [5] as the collapse of this spectral sequence.

Generalizing classical constructions from equivariant cobordism, such as fam-
ilies of subgroups and fixed point homomorphisms, in [4] a framework to study
cobordism groups with restricted singularities is introduced. For example, restrict-
ing the isotropy to groups of odd order, we get a nontrivial cobordism ring ‘ﬁfk’f’jrb,
for which a complete description in terms of bordism theory is given.

In this section I present a complete answer to the question “When is a diffe-
rentiable manifold the boundary of an orbifold?” for orbifolds with isotropy groups
of odd order and oriented orbifolds. The proofs are self-contained and are adapta-
tions of the main techniques of [8] and [4].
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8.3.1 Orbifolds with boundary

As with manifolds, we can talk about orbifolds with boundary. Now the charts
correspond to open sets in R"~! x [0, co) with a finite group acting linearly on
them. An orbifold has a well-defined boundary, found just by taking the restriction
of the action to the boundary on each chart. But some care should be taken: being
a point on the boundary is not a condition that can be checked topologically on the
underlying space. For manifolds the boundary was just the set of points for which

Hy(M, M — {x}) = 0.

Example 8.3.1 Consider the interval / = [—1, 1] with the action of Z, taken as
multiplication by —1. The quotient [/ /Z;] is an orbifold with boundary; the under-
lying space is an interval, but the boundary is just one point.

Example 8.3.2 Consider S! the complex numbers of norm 1, and the Z, action
given by complex conjugation. The quotient [S'/Z,] is an orbifold without bound-
ary, but the underlying space is homeomorphic to a closed interval.

The assiduous reader will realize that in both examples the action is non-
orientable and has codimension-one fixed points. As before, we can say that two
orbifolds Q;, O, are cobordant if there exists an n + 1-dimensional orbifold with
boundary W"*! such that

8Wn+1 = Ql L QQ.

Without restricting the types of orbifolds that we allow, this definition is vacuous:
every orbifold is the boundary of another orbifold. The boundary of the orbifold
[1/7Z,] is only one point. From this easy observation it follows that all orbifolds
are boundaries.

Remark 8.3.3 Q x [I/Z,] is an orbifold with boundary precisely Q.

Because any manifold is naturally an orbifold, we have a well-defined map 91, —
‘ﬁj:fl;lrb and 2, — 2. ,rp», and the question “When is a differentiable manifold the
boundary of an orbifold?” can be recast algebraically.

Remark 8.3.4 Determine the kernels of the map 91, — ‘ﬁ:f’;’rb and Q, — Q2 orp-

8.3.2 The unoriented case

As we have seen before, if we impose no restriction on the type of orbifolds
that we allow, any orbifold is the boundary of another orbifold: simply consider
X x [I/Z,]. A good class of orbifolds for which the theory is not trivial is the
class of orbifolds with only odd singularities. For this class of orbifolds, in [4] it
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is shown that the long exact sequences that appear when we increase the allowed
singularities split. The splitting has a clear geometric construction: it is the blowup
along the singular set.

Let us see now that if a manifold is the boundary of an orbifold with only odd
singularities, then it is actually the boundary of a manifold. The proof will give a
way to construct the bounding manifold out of the orbifold.

Suppose that M is an n-dimensional manifold that is the boundary of an n + 1-
dimensional orbifold WV with isotropies of odd order only. Inasmuch as W is
compact, let H be a group with isotropy of maximal order. The points of W that
have isotropy H form a suborbifold, called the H -singular set:

WH ={x e W|| G, = H).

WH is a purely ineffective orbifold; on each connected component the action of
H on a local chart is a fixed representation of H. Because W is a suborbifold
of W, there is a normal orbibundle v — W . For orbifolds the tubular neighbor-
hood theorem also holds, and therefore we can identify a tubular neighborhood
with the total space of the normal orbibundle.

Consider RP(v @ R), the projectivization of the orbibundle v @ R. This also can
be thought of as the orbibundle that one gets by identifying antipodal points on the
disk orbibundle of v @ R.

Because we are assuming that all groups are of odd order, an element fixes a
line setwise if and only if it fixes the line pointwise. Therefore RP(v @ R) has the
same isotropy as W.

The singular sets of RP(v @ R) and WV can be identified, as well as their respec-
tive tubular neighborhoods. We can take the connected sum of VW and RP(v & R)
along W*; the resulting orbifold has strictly less isotropy groups. Because the
boundary of W is a manifold and RP(v @ R) has no boundary, this process does
not alter the boundary. We can iterate this construction, and because in each step
we are reducing the number of singularities, this process is finite. At the end we
have a manifold whose boundary is precisely M. Therefore

Theorem 8.3.5 The kernel of the map N, — N 5 1S zero.

*, 071

8.3.3 The oriented case

As with manifolds, we can also talk about cobordism between oriented orbi-
folds. The cobordism ring of oriented orbifolds, 2. ,.», was studied in [8], where
Qy.orp ® Q was determined.

Let us proceed now and see that if an oriented manifold bounds an oriented
orbifold, then actually some multiple of it bounds a manifold (i.e., is a torsion
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element of €2,). This now easily follows from the existence of fundamental classes
for oriented orbifolds (over the rationals) and Pontrjagin classes for orbibundles.

Suppose M" is an oriented manifold that is the boundary of an oriented orbifold
W. We want to see that the Pontrjagin numbers of M are zero, which shows that M
is a torsion class of €2,,. The proof is a slight modification of the one given before
for the vanishing of the Stiefel-Whitney numbers.

Denote by ¢ : M — W the inclusion. This map induces a map between the
classifying spaces Bt : BM — BW. Because M is a manifold, the projection
BM — M is ahomotopy equivalence that has the property that p*(TM) = BT M.
Denote by [BM] = p*_l([M ]) the preimage of the fundamental class of M.

Also, W is an orbifold and therefore has a tangent orbibundle 7W. This is not
a vector bundle, but BT — BV is an honest vector bundle, and even more,
B*(BTW) = BTM & R. We have

(p(TM), [M]) = (p(TM), p.[BM])

p pi(TM), [BM]) by functoriality
pi(p*TM), [BM]) by naturality
pi(BTM), [BM])

pi(BTM @& R),[BM]) by stability
pr(B*(BTW)), [BM]) by the preceding remark
Bt*p, (TW),[BM]) by naturality

pi(TW), Bi,[BM]) by functoriality.

o~ o~ o~~~ o~~~

As before, by looking at the long exact sequence of the pair (BW, BM) we see
that Bi,[ BM] = 0. Therefore all the Pontrjagin numbers of M are zero, i.e., M is
a torsion element of 2.

In [3], Anderson showed that torsion elements of €2, may be represented as sums
of classes of manifolds of the form

V= RP(A D RZkJrl)’

the projectivization of the direct sum of a line bundle A and a trivial (2k + 1)-
bundle. These manifolds have orientation-reversing involutions coming from the
bundle involution on A.

Remark 8.3.6 If an orbifold X admits an orientation-reversing involution (actu-
ally, any orientation-reversing periodic map), then it is the boundary of an ori-
ented orbifold. Just consider the orbifold [X x []/Z,, where Z, acts on X by the
orientation-reversing involution, and on / = [—1, 1] by multiplying by —1.

By the preceding remark and Anderson’s result, all the torsion elements of €2,
are the boundaries of oriented orbifolds.

Theorem 8.3.7 The kernel of the map Q.. — Qo 1S precisely the torsion of 2.
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The idea of using orientation-reversing involutions to construct bounding orbi-
folds is the key geometric argument used in [7] and [5], where it is used to show
that all two- and three-dimensional oriented orbifolds bound.
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Canonical group quantization, rotation generators, and
quantum indistinguishability

CARLOS BENAVIDES AND ANDRES REYES-LEGA*®

Abstract

Using the method of canonical group quantization, we construct the angular
momentum operators associated to configuration spaces with the topology of
(i) a sphere and (ii) a projective plane. In the first case, the angular momentum
operators derived this way are the quantum version of Poincaré’s vector, i.e.,
the physically correct angular momentum operators for an electron coupled to
the field of a magnetic monopole. In the second case, the operators one obtains
represent the angular momentum operators of a system of two indistinguishable
spin zero quantum particles in three spatial dimensions. The relevance of the
proposed formalism for the progress in our understanding of the spin—statistics
connection in nonrelativistic quantum mechanics is discussed.

9.1 Introduction

The connection between the spin of quantum particles and the statistics they obey
is a remarkable example of a simply stated physical fact without the recognition
of which many physical phenomena (ranging from the stability of matter and
the electronic configuration of atoms to Bose—Einstein condensation and super-
conductivity) would not have an explanation. Nevertheless, the simplicity of the
assertion “integer spin particles obey Bose statistics, and half-integer spin parti-
cles obey Fermi statistics” stands in bold contrast to its intricate physical origin.
Indeed, Pauli’s proof of the spin—statistics theorem [Pau40] (improving on ear-
lier work by Fierz [Fie39]), showed that the spin—statistics connection was deeply
rooted in relativistic quantum field theory. The path to a rigorous proof of this
theorem (from the mathematical point of view) was a long one and involved the
efforts of many people (see, e.g., the book by Duck and Sudarshan [DS98b]). The

* Financial support from Universidad de los Andes is gratefully acknowledged.
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modern proof of the theorem, in the framework of the general theory of quantum
fields, is described in the book by Streater and Wightman [SWO00], where many
references to original sources are given. There are also treatments of the theo-
rem within the algebraic approach to quantum field theory [Haa96]. An approach
within Lagrangian field theory (based on earlier work by Schwinger), which makes
use of Lorentz invariance, but in a restricted sense, was pioneered by Sudar-
shan [Sud75, DS98a]. Nowadays, the spin—statistics theorem stands as a well-
established result of theoretical physics.

In spite of all of these triumphs, many authors have been of the opinion that there
might be alternative ways to prove the spin—statistics theorem, in a way that does
not use the whole machinery of relativistic quantum field theory. This “belief” in
a nonrelativistic proof of the theorem has its origin (presumably) in the realization
that the topology of the underlying structures of a quantum theory (symmetry
groups, configuration spaces, gauge potentials, etc.) may lead to the explanation
and clarification of many features of the theory. For instance, from the work of
Schulman [Sch68] it became clear that the path integral approach to quantization
had to be modified if it was to be applied to a multiply connected configuration
space.

This led Laidlaw and DeWitt [LLD71] to study the path integral quantization
of the configuration space of N indistinguishable (spinless) particles in R3. They
arrived at the conclusion that there were exactly two inequivalent quantizations of
such a system, one leading to Fermi statistics, the other leading to Bose statistics.
The lesson was: If the indistinguishability of particles is taken into account before
quantizing, then the Fermi—Bose alternative emerges (in three spatial dimensions)
as a consequence of the nontrivial topology of the configuration space. In this sense,
one can dispense with the symmetrization postulate, if quantum indistinguishability
is taken into account right from the beginning.

Parallel to these developments was the work on quantization of nonlinear field
configurations by Finkelstein and Rubinstein [FR68], where a general relation
between kink exchange and rotations was established, using homotopy arguments,
that resembled the connection between spin and statistics (exchange of particles
produces a phase (—1)>% in the wave function, the same effect that a rotation
through 27 has on the wave function of a single particle of spin S).

Leinaas and Myrheim [LLM77] reformulated the problem studied by Laidlaw
and DeWitt in a language close to that of fiber bundles, obtaining the same results
for three spatial dimensions (the Fermi—Bose alternative). In addition, they found
that in two spatial dimensions, the possible statistics were given not by a sign, but
by a phase factor (the so-called anyon statistics [Wil82]).

Since then, a considerable amount of work has been devoted to attempts at
alternative, nonrelativistic proofs of the spin—statistics theorem. An approach where
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pair creation and annihilation are incorporated indirectly in the topology of the
configuration space was proposed in [BDG90].

Perhaps one of the most interesting and influential proposals that have been
put forward in recent times is that of Berry and Robbins [BR97]. It is based on
a generalization of Leinaas and Myrheim’s work in which the spin degrees of
freedom are included in the treatment of two indistinguishable quantum particles.
Although it does not lead to a new proof of the theorem [BROO], it has inspired
new developments, both in mathematics and in physics. For instance, the recent
work of Atiyah and coworkers on configuration spaces [AtiOl, AS02, AB0O2] was
motivated by the technical difficulties that appear when one tries to generalize
the Berry—Robbins construction to the N-particle case. Of more relevance for
physics, their work seems to have given new impetus to the nonrelativistic spin—
statistics issue (see, for example, [Ana02, Pes03b, AMO03, Pes03a, SD03, Kuc04,
CJ04]). It has also led to several questions that, in the opinion of the authors, deserve
attention.

So, in order to advance in our understanding of the problem, it is necessary to first
settle those issues. One of them — a crucial aspect of the Berry—Robbins approach —
is the imposition of single-valuedness on the wave function. This condition has
been studied in detail by the second-named author and collaborators [PPRS04],
arriving at the conclusion that the single-valuedness condition is inconsistent with
the assumption that the wave function is a section of a vector bundle over the
physical configuration space. The global approach proposed in [PPRS04] also
allows one to explain why the proof presented in [PesO3b] fails [RL].

Another point, which will be the topic of this paper, has to do with the rotational
properties of a quantum system of indistinguishable particles. Recent work by
Kuckert shows that it is possible to characterize the connection between spin and
statistics in terms of a unitary equivalence between the angular momentum operator
of a single-particle system and the angular momentum operator of a two-particle
system, both operators being restricted to suitable domains [Kuc0O4]. We believe that
a detailed analysis of that equivalence, which takes fully into account the topology
of the problem, could lead to interesting results. For this reason, in this paper we will
construct the angular momentum operators for a system of two indistinguishable
particles of spin zero, using Isham’s canonical group quantization [Ish84]. We
shall see how, using Isham’s method, we obtain structures (SU(2) equivariance)
that are already present in the Berry—Robbins construction, though not explicitly.
This is interesting, because one of the advantages of the spin basis of Berry and
Robbins (Schwinger construction) is that it allows for explicit computations. Thus,
we expect that the Berry—Robbins construction, suitably reinterpreted (as proposed
in [PPRS04]), may in fact lead to an advance in our understanding of the spin—
statistics connection.
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Let us finish this introduction with a description of the contents of this chapter.
In Section 9.2 we briefly review Isham’s canonical group quantization method. In
Section 9.3 — as an example illustrating the dependence of quantum observables on
the topology of the configuration space — we then construct, using Isham’s method,
the angular momentum operators for an electron coupled to the field of a magnetic
monopole. In Section 9.4 we consider a system of two indistinguishable, spin zero
particles. Again using Isham’s method, we construct the corresponding angular
momentum operators. The chapter finishes with some remarks and conclusions on
Section 9.5.

9.2 Canonical group quantization

Quantization of a classical system described by means of a symplectic manifold
(M, w) involves the construction of a Hilbert space H and of a quantization map
“"” allowing one to replace classical observables f (that is, smooth, real-valued
functions on M) by self-adjoint operators f acting on . The quantization map
is required to be real, linear and injective, and should map constant functions
to multiples of the identity operator. Additionally, the Poisson bracket of two
classical observables must be mapped to the commutator of the corresponding
quantum observables (Dirac’s quantization conditions). It is well known that such
a full quantization (which includes an additional irreducibility requirement) is, in
general, not implementable (Van Hove’s theorem). Nevertheless, there are several
quantization methods that allow one to pick a subalgebra of the Poisson algebra
(C*®(M), {, })and to map it homomorphically to an algebra of operators, satisfying
physically and mathematically reasonable conditions. One of them, widely known,
is geometric quantization [Woo80]. In this section we will briefly review a scheme
developed by Isham [Ish84], the method of canonical group quantization. It has
some similarities with geometric quantization and also uses some of the techniques
developed by Mackey [Mac68] and Kirillov [Kir76].

The starting point of Isham’s approach is the observation that, behind the usual
quantum theory of a scalar particle on R”, where the canonical commutation
relations (CCR)

[9' ] =ins;,  [a.4]=0=[pi p)] ©.1)

are satisfied, there is a group acting on the classical phase space of the theory by
symplectic, transitive and effective transformations. In fact, regarding R” x R" as
an additive group, we see that the action defined by

R" x R") x T*R" — T*R",
((avb)a (qa p)) > (q _a9p+b)

9.2)
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has the properties mentioned. That (9.1) and (9.2) have something in common can
be seen if one considers the exponentiated (Weyl) form of the CCR. In fact, defining
unitary operators U(a) and V (b) by

Ua) := e 9P, V(b) := e ", (9.3)

one easily checks that the position and momentum operators transform according
to

U(a)qU(a)™' = ¢ — ha,

Y (9.4)
V(b)pV(b)~' = p +hb.

On a general configuration space Q, there are no a-priori given position and
momentum operators. For example, the natural choice for the position operator on
Q = S'isthe angle variable, which, as is well known, cannot be used as the basis
for a quantum theory on S' [Kas06]. In such cases, a good starting point is the
consideration of the symmetry groups of the classical configuration space. Once
the appropriate group, the canonical group C, has been identified, the construction
of the corresponding quantum theory proceeds by studying the unitary, irreducible
representations of the group. One then sees that in the particular case of @ = R”
the CCR (9.1) arise as the unique (by virtue of the Stone—von Neumann theorem)
solution of a purely geometric problem: the operators (12.3) provide an irreducible
unitary representation of the unique simply connected Lie group the Lie algebra
of which is a central extension of the Lie algebra of the group G = (R" x R", +).
So, in this special case, the canonical group C turns out to be the Heisenberg
group.

Keeping these preliminary remarks in mind, let us proceed to describe the general
scheme. It is based on a careful analysis of the following diagram:

0 — R — C*(WM,R) . HamVF(M) —— 0. 9.5)
S T )
P~
L(G)

The meaning of the different terms appearing in (9.5) is the following:

* M is a symplectic manifold. We are mainly interested in the case where it is a phase
space, of the form M = T*Q, with Q a homogeneous space.

¢ ; is the map that assigns to each function f on phase space (the negative of) its Hamil-
tonian vector field. Following the notation in [Ish84], we shall write j(f) = —&. The
kernel of ; is the set of constant functions on phase space, thus making the first row of
the diagram a short exact sequence.
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* G is a Lie group, acting by symplectic transformations on M. The Lie algebra of G will
be denoted L(G).

* The map y : £(G) — HamVF(M) is the Lie algebra homomorphism induced by the
G-action.

* Once the appropriate G-action has been found (certain requirements must be met), one
looks for a linear map P : £(G) — C*°(M, R) that is also a Lie algebra homomorphism.

The idea of the quantization scheme is the following. Let us assume that P
maps £(G) isomorphically onto some Lie subalgebra of (C*°(M, R), {, }). In this
case one can define a quantization map by fixing a representation U of the group
and assigning to each function lying in the image of P the self-adjoint generator
obtained from U by means of P~!. The existence of a map P with the desired
properties is not something obvious. There are obstructions coming from the fact
that the map P determines a class in the second cohomology group of L£(G)
(with values in R). Of course, there might be many G-actions on M that could
be considered. But the restriction will be imposed that the diagram (9.5) must
be commutative. The reason for the imposition of this restriction is that, given a
(finite-dimensional) Lie subalgebra fh of C*°(M, R), the Hamiltonian vector field
that a function f € b generates, &, gives place to a one-parameter group, acting by
symplectic transformations on M. If all these vector fields are complete, their one-
parameter groups will generate a group G of symplectic transformations, and, if the
mapping sending b into the set of Hamiltonian vector fields is injective, we obtain a
Lie algebra isomorphism f) = L£(G). On the other hand, given a symplectic action of
a Lie group G on M, there is a naturally induced map y : £(G) — X(M). It is only
if y(A) is a Hamiltonian vector field that we can assign a function on phase space
to the Lie algebra element A. For this reason, the requirement that the image of y
lie in HamVF(M) must be imposed.' The idea is, therefore, to try to reverse this
procedure: starting with a group G of symplectic transformations, we seek a kind
of inverse to the map ;. More precisely, we look for a Lie algebra homomorphism
P such that j oP = y. In other words, P must be a linear map satisfying

{P(A), P(B)} = P([A, B]) 9.6)
and

Y(A) = —&pa) 9.7)

for all A and B in L(G).

Because every exact sequence of vector spaces splits, there is no difficulty in
finding a linear map P such that the diagram commutes. The problem lies in (9.6).
The condition (9.7) fixes P(A) only up to a constant (because ker j = R), and in

I This is automatically satisfied if H 1(M ;R) = 0 or if G is semisimple.
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some cases it is possible to adjust these constants so as to satisfy (9.6). But this is
only possible if the cocycle defined by

Z2(A, B) :={P(A), P(B)} — P([A, B)) 9.8)

is also a coboundary. We thus see how the obstruction is measured by the second
cohomology group of £(G). In case the cocycle cannot be made to vanish by a
redefinition of P, a central extension of £(G) by R can be used to construct the
desired map. As mentioned, this is precisely the way in which the Heisenberg group
(and with it the CCR) arises from the action (9.2).

Once the appropriate canonical group C has been found,” a quantization map can
be defined by assigning to each element P(A) € ImP < C*(M, R) the self-adjoint
generator corresponding to A induced by a unitary, irreducible representation of the
canonical group. Because there may be inequivalent representations of the canon-
ical group, we may also obtain different, inequivalent quantizations of the same
classical system. The general scheme can thus be divided in two main steps:

(i) Find the canonical group C.
(i) Study the irreducible, unitary representations of the canonical group.

In the particular case where M = T*Q, there is a natural place to start the
search for the canonical group, and it turns out that the representations can be
constructed using Mackey’s theory of induced representations. When M is the
cotangent bundle of some configuration space Q, then every diffeomorphism on
it induces a symplectic transformation, given by the pullback operation on the
bundle. Additionally, the exterior differential of any smooth function on 7*Q
induces a canonical transformation, by translations along the fibers. Because none
of these actions is transitive, it is necessary to consider both of them. The natural
combination of these operations can be regarded as coming from the group action
p defined by ([h] € C*(Q, R)/R, ¢ € DiffQ and [ € Tq*Q):

Py (D) = ¢~ *(1) — (dh)g(y), (9.9)

provided the set C*°(Q, R)/R x DiffQ is endowed with the structure of a semidi-
rect product. That is, C*°(Q, R)/R x DiffQ is the group with elements of the form
([h], ) € C*(Q, R)/R x DiffQ and with product

([hal, $2) - ([hil, ¢1) = ([ha] + [hioe; 1, daothy). (9.10)

Thus, for M = T*Q, step (i) reduces to the problem of finding a suitable finite-
dimensional subspace W of C*°(Q, R)/R and a suitable finite-dimensional sub-
group G of DiffQ. The group G of the diagram (9.5) will then be given by W x G.

2 In some cases it is given by G; in others, it will be a Lie group whose Lie algebra is the central extension of

L(G).
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At this point, we refer the reader to Isham’s article [Ish84] for a thorough
discussion of the method. For the applications that will be presented in the next
two sections, it will be enough to briefly comment on how the vector space W and
the group G make their appearance in the still more special case in which Q is a
homogeneous space. A brief discussion of the way in which the representations are
constructed in this case will also be presented at the end of this section.

Assume that R : G — GL(W) is arepresentation of a Lie group on a real, finite-
dimensional vector space W. Then, a contragredient representation R* is naturally
induced on W*, by duality. It is defined as follows (g € G,u € W and ¢ € W*):

(R*(2)¢) ) := ¢ (R(gu). (9.11)
Regarding W as a configuration space, we have T*W = W x W*, Using the rep-

resentation R*, one can construct the semidirect product W* x G in the usual way.
It is then possible to define a left action of G := W* x G on T*W, by setting

Lot @) = (R(u. R (g™ e — ¢'). 9.12)
An element ¢ of the dual space W* can be naturally regarded as a function f¢ €
C>°(W, R) by setting f#(u) := ¢(u). The map P is then naturally given by (A =
(¢, A))
P:L(W*xG)— C®(T*W,R),

~ ~ (9.13)
Ar— P(A): (u, ¥) = ¥ (R(Au) + ¢(u).

As explained in detail in [Ish84], all properties that the diagram (9.5) must satisfy
are fulfilled in this case, with the exception that the G-action is not transitive. This
problem can be solved by restricting the action to a G-orbit of W, say O,, for some
v € W. This leads us directly to configuration spaces of the form Q@ = G/H (if
Q = O,, then H is the little group of v). The action (9.12), as well as the map
(9.13), can then be restricted to G/H = O, € W, and one can show that (9.12) is
exactly of the form (9.9).

Thus, starting with a homogeneous space of the form G/H, one has to find a
vector space W on which G acts, and such that G/H is a G-orbit. In this case,
the canonical group can be chosen as C = G := W* x G. The unitary irreducible
representations of this group can be constructed using Mackey’s theory of induced
representations. Generally, the resulting representation space will be the space of
square-integrable sections of a vector bundle E over Q' = G/H, constructed as an
associated bundle to the principal bundle G — G/H, by means of an irreducible
unitary representation of H. Here, the subgroup H is regarded as the isotropy
group of a previously chosen element in the character group of W*, Char(W*).?

3 Hence, Q' is a G-orbit in Char(W*). In the examples we are interested in, these orbits coincide with the G-orbits
in W* and we can identify them, i.e., Q' = Q.
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Integration of sections is carried out using the Hermitian structure of the vector
bundle and a G-quasi-invariant measure @ on configuration space. The operators
giving the representation of the subgroup G of C are constructed using a lift /7
of the G-action [ on Q' to the corresponding vector bundle. This lift is naturally
induced by the right action of G on the principal bundle. We are thus naturally led
to consider G-vector bundles over Q’. Recall that a G-vector bundle is a vector
bundle (with total space E) over a G-space O, together with a lift / T,i.e.,a G-action
on E which is linear on the fibers and such that the following diagram commutes

(g € G):

nl nl (9.14)

I,
9 —» Q.
If W is a section of the bundle (i.e., a wave function), then the unitary operator
U (g) acts on it as follows:

du _
U@W)(x) := d—g(X) 1w x), (9.15)
i
where dug/du is the Radon-Nikodym derivative of u, with respect to u. This
G-representation can be extended to the whole group C as follows (recall that x is
an element in a G-orbit of Char(W*)):

(V(@)¥)(x) := x(9)¥(x). (9.16)

The infinitesimal version of these relations gives place to the corresponding self-
adjoint generators, of which the angular momentum operators of a particle whose
configuration space is a sphere are one example, to which we now turn our attention.

9.3 Magnetic monopole
9.3.1 The classical problem

In this section, we explore a simple but fundamental example: the problem of a
point electric charge coupled to the the (external) magnetic field of a fixed magnetic
monopole. As is well known, the importance of this problem lies in the fact that, in
order for the quantum problem to be consistent, the electric charge of the particle
must be quantized [Dir31].

Classically, the dynamics of a particle of mass m and charge ¢ coupled to the
field produced by a magnetic monopole of strength g can be described by the
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Lagrangian

) 1 . e .
L(g.¢) = quz +-4- AW, (9.17)

where g = (g1, g2, q3) denotes the position of the particle. The vector potential A
must be chosen in such a way that its curl gives a radial field. If g denotes the
magnetic “charge,” then (using the notation r = ||¢|| and # = ¢g/r) we require

B:=VxALg_. (9.18)
r

This condition cannot be satisfied using a global gauge potential A. Thus, the
Lagrangian (9.17) is only locally defined. Itis possible to give a global description of
this problem, in the Lagrangian setting, but the introduction of additional structures
is necessary [ZSN"83]. For our purposes, the local description will be sufficient.
We therefore introduce the following local expressions for the gauge potential:

AV@G) = — (—42. 41, 0),
(q) r(r+q3)( 92, 491, 0) 010
A%(q) = L(qz, —q1,0).
r(r —qz)

Using the general form of Noether’s theorem,” one can show that there are three

conserved quantities, related to the action of the rotation group on the configuration
space. Because the Lagrangian is only locally defined, one has to compute the
conserved quantities using the two expressions for the gauge potential, AN and AS.
The conserved quantities obtained using A" and AS turn out to be the same, up to
an irrelevant constant term. They can be combined into a single vector

J=mgxq— 2%, (9.20)

which is to be interpreted as the angular momentum vector of the particle. In fact,
working in the Hamiltonian formalism (still in local coordinates), one obtains the
following expression for J:

J:qx(p—fAN)—ﬁf:L—ﬁKN, 9.21)
C C C
where
L:=q x p,
| A (9.22)
KV = —gx ANy +r=21""
g r—z

4 The general form of the theorem guarantees the existence of a conserved quantity whenever the Lagrangian is
invariant under a one-parameter group of transformations up to a gauge transformation.
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Equation (12.13) can be used in order to compute the Poisson brackets of the
components of J. The result is {J;, J;} = —&;jxJk. Thus, the components of J
satisfy angular momentum commutation relations and are to be regarded as giving
the correct expression for the angular momentum of the particle:

eg
J=L--2K. (9.23)
C

In spite of the fact that the description of this system can only be given in local
terms, the angular momentum is a well-defined, global function. But, as is well
known, the situation changes drastically when we consider the quantum version of
the problem. There are different ways to analyze it, all yielding the same result:
the wave function for an electron coupled to the field of a magnetic monopole is a
section of a line bundle over the configuration space. The topology of this bundle
is characterized by an integer number n that relates magnetic and electric charge,
giving rise to Dirac’s famous result:

eg/c = gh (9.24)

Because the wave function is a section in some bundle, the corresponding angular
momentum operators must be maps from the space of sections to itself. A physi-
cally motivated and detailed analysis of this problem, involving the construction of
the angular momentum operators, can be found in [BL8I]. There, the form
of the angular momentum operators is guessed from the classical expression,
leading to an operator of the form L — uK, where u = eg/hc. The quantiza-
tion condition (9.24) arises from a consistency requirement on the theory.” In the
next section we will arrive at the same result by applying the canonical group
quantization method to the magnetic monopole problem.

9.3.2 The quantum problem

The configuration space for the monopole problem is given by R? \ {0}. Because the
monopole field is spherically symmetric and we are only interested in the rotational
properties of the system, we can regard the sphere S? as the configuration space on
which the magnetic monopole problem is defined. Moreover, because the sphere is
a deformation retract of R? \ {0}, the topological effects produced by both spaces
in the quantum theory are the same.

In order to quantize, we want to think of the configuration space as a homoge-
neous space. We choose the description of the sphere as the quotient SU (2)/U(1).

5 This comes from the fact that the wave functions, as well as the angular momentum operators, are defined only
locally. The consistency requirement imposed is that expectation values of the quantum operators, computed
using the different local expressions, must coincide in the overlap regions.
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In this case, the canonical group is given by C = (R*)* x SU(2). Because we are
only interested in obtaining the angular momentum operators, we only need to con-
struct the U operators, as defined in (9.15). The Jacobian factor du,/du is equal
to one in this case, because the measure is SU (2)-invariant. Hence, all we have to
do is to choose an irreducible unitary representation of U (1) in order to construct a
vector bundle associated to the principal bundle SU(2) — SU(2)/ U(1). The lift /"
is naturally induced by the group product in SU(2), as explained in the following.

Let
U, : ) — GI(O),
(.) ( ') | 9.25)
e’ — Uy (e'?) := e

denote one of the unitary representations of U(1) on C, labeled by an integer n.
The elements of the associated bundle £, := SU(2) %, C are equivalence classes
of the form [(p, v)], with p € SU(2) and v € C. The equivalence relation is

(P, v) ~ (p - 2 U (A H). (9.26)

Here, U(1) is regarded as the subgroup of SU (2) consisting of all diagonal matrices
of the form diag(, 1), with ||A|| = 1. If we adopt the convention of denoting the
elements of SU(2) by tuples (zo, z) that represent matrices of the form

( <0 fl) , (9.27)
—21 20

then the right action of U(1) on SU(2), which is given by

0 21 20 21 A0\ [ Azo  (Az1)
(‘Zl Zo)l_)(—m Zo) (O )_»)_(—(Azl) (Tm)>v (9.28)

can be equivalently expressed as
(20, 21) = (20, 21) - 2 = (Az0, AZ1). 9.29)

We will use these conventions in order to identify the bundle SU(2) —
SU(2)/U(1) with the Hopf fibration S° — §2, when appropriate. If in addi-
tion we consider the equivalence of S?> with CP!, we can regard the projection
m:SUR)— SUQR)/UQ) as the map 7w ((zo, 21)) = [20 : z1]. Thus, the left action
of SU(2) on §? = CP! takes the following form (g = (a, B)):

[:SUQ2) x CP' — CP!,
(9.30)

(g, [20 : 21]) —> Le([20 = 21]) = [@zo — Bz1 : Bzo + @z1] .

The left action of SU(2) on itself given by the group product allows one
to lift the action / to the bundle £,. It is given by the following expression
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(g, pe SUQ),veC):

1} ([(p. v)]) := [(gp, v)]. 9.31)
The action of the angular momentum operators on wave functions can then be
obtained from the infinitesimal version of (9.15).

Given that these operators act on the space of global sections of the bundle, it
is necessary, in order to be able to compare with the expressions known from the
physics literature, to obtain local expressions. Therefore, we will construct local
trivializations for the bundle £, and will then compute the action of the infinitesimal
generators, using local sections.

9.3.3 Local description of L,

The total space of the line bundle £, = SU(2) x4, C consists of equivalence
classes of the form [((zg, z1), v)], with (zo, z1) € SU(2) and v € C. The projection
is the map 7, : £, — §> = CP! given by 7,([((z0, 21), v)]) := [z0 : z1]. In order
to construct local trivializations for this bundle, we start by defining local charts,
as follows.

Set

Uy = S? \ {N} (sphere with north pole removed),
Us = §? \ {S} (sphere with south pole removed).

We define local charts using stereographic projections onto the complex plane. Let
us denote the local coordinates as follows:

Z:UN—>C,

(9.32)
x —> z(x)
(stereographic projection from the north pole) and
:Ug — C,
€:Us (9.33)
x — {(x)

(stereographic projection from the south pole). Notice that if on CP! we set
Uy :={lzo:z1] |z1 # 0} and U; := {[z¢ : 21] | z0 # 0}, then we can define local
charts that coincide with z and ¢ through the equivalence S? = CP!, as follows:

U() — C,
z (9.34)
0
[zo: 21—z := —
21
and
U1 — (C,
2 (9.35)

[zo:z1]— ¢ := —.
20
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Hence, Uj can be identified with Uy, and U; with Ug. It will be convenient to keep
in mind that if x is a point in the sphere with polar coordinates (6, ¢), then

) e'¥sinf . e~'¢sinf 9.36)
=———— an xX)=————. .
o 1 —cos@ ¢ 1+ cos@
Local trivializations for the bundle £, can be defined in the following way.
Using the notation g = (z¢, z1) € SU(2), set
-1
: Uy) — Uy x C,
on -7, (Un) N ) 9.37)
Z
[(g, V)] —> ([Zo tz1ls (—1) v)
|21
and
-1
: Us) — Ug x C,
ps 7, (Us) s 9.38)

[(g. v)] —> ([zO 21, (Z—") v) .
|zo]

As can be easily checked, these maps are well defined, and provide local homeo-
morphisms. From these local trivializations we obtain, for the transition function

85N>

(ps ooy )z0: 211, w) = <[ZO czl, (i> w) , (9.39)

|z]

that is, gsn([zo : z1]) = (z/|z|)". From this we see that the first Chern number of
L, is n. This means that an integer number that at first was chosen to (partially)
label a representation of the canonical group also determines the topology of the
bundle where the space of physical states is defined.

9.3.4 Construction of the angular momentum operators

Recall that the lifting /T of the SU(2) action on the sphere to £, is induced by the
corresponding lifting on the principal bundle. Therefore, £, has the structure of a
homogeneous SU (2) bundle:

)
SUQ) xy, C —2s SUQ2) xy, C

l l (9.40)

52 L) 52
where [,[¢'] := [gg'l and I ([¢', v]) = [gg', v].
What we want to do now is to use the local trivializations ¢y and ¢g to obtain a
local version of (9.40). Using the map ¢y, we can obtain a local expression for / g .
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The corresponding map will be denoted o7:

I

SUQ2) xy, C SUQ) xy, C 9.41)
nll 7Tn
DN Iy YN
Uy C §? Uy C §?
UN x C - UN x C.

According to the diagram, we have o, = ¢y © lgT o 90;1. Off course, this map is
well defined only for elements g € SU(2) such that /,(Uy) C Uy. Because we
are interested in the infinitesimal generators of the group action, we will only
consider group elements near the identity, so that this condition will always be
satisfied.

Thus, for g = (a, ) € SU(2) and ([z0 : z1], w) € Uy x C we obtain

oy (([z0 : z1], w)) = (pn o lg oo (z0 & 211, w)

O2D (o o1 ([(or 200, /121D ™" w)])

O2D o ([(@ B) - Gon ). 1/l " w)])

©.37,09.30) (., , Bz +a )" )
= : — ) w), 942
([ZO al <|ﬁz+a| ©42)

where z, = azo — Bzi and z| = Bzo + @z;. Let s : S? — L, be a section of the
bundle £, . Using the local trivializations, we get local sections (y = N, S)
s, U, — U, xC,

(9.43)
X > @y o08.

These are necessarily of the form s, (x) = (x, [, (x))), with x = [, (x)) a
complex-valued function defined on U, . The local version of (9.15) is, for y = N

and g = (o, B),
(U @)sn)(x) = 0, (sn(g™" - x)) = 05 ((g7" - x, [¥w(g™" - X))

B (x, (%) [Yw(g™! -x)))

=: (x, w(x, @) [¥n(g™" - X)), (9.44)
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with w(x, g) defined through the last equality. In order to find local expressions
for the infinitesimal generators, we introduce, for each generator, an appropriate
parametrization ¢ — g(¢). The corresponding generators are then defined by their
action on local sections (sy > Jsy) in the following way:

(Jsy)(x) i=i— ‘ (U(g(#))sn)(x). (9.45)

The general form of the generator will be J = L + @, where & is an x-dependent
factor and L a differential operator. This can be seen from

d
i2| (o g [0 )

d
Z(ia),zo“’(x’g“”) @)+ | e ). ©46)

=@ (x) :LW/N(X))

The generator for rotations around the z axis is obtained by putting g(¢) =
(a(t), B(t)) = (€''/2,0). In this case. L = ﬁz, the third component of the usual
(orbital) angular momentum operator. For @ we obtain

w,(x) = lfl—c;) = g
Thus,
JVN=1i.+7
z 2"

For rotation around the y axis we put «(¢) = cos(z/2) and B(t) = sin(¢/2). This
leads to

) — ;dox, g0) 4 (cost/2+sint/22(x))"/2
e dt =0 dtli=0\cost/2 + sint/2z(x)
_ _ n sin @ sin ¢
= 2 (c(0) = 2(0) = 7. (9.47)

Here again we have L = L, with L the second component of the usual (orbital)
angular momentum operator. It follows that

N _ hy
BN=Ly- 57— (9.48)

Using the commutation relations, we obtain, for the remaining generator,

A .

. 9.49
. 21—z ( )
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Writing JV = (J)¥, J, J), we can express the result of the previous computa-
tions as follows:
JN=p1 - 2KV (9.50)
2
Here, L represents the usual orbital angular momentum operator, and KV is given
by (9.22) (here it is regarded as a multiplication operator). The result for the local
operator J¥ is obtained in the same way.

Comparing with the classical expression (9.23), we see that the condition u =
n/2 must be imposed in order to obtain a consistent quantum theory. This is,
in fact, an expression of the quantization of the electric charge, obtained by the
canonical group quantization method. Notice that here we are only considering
the kinematical part of the problem.

9.4 Rotation generators for indistinguishable particles
9.4.1 Configuration space

The configuration space for a system of NV indistinguishable, noncolliding particles
in R? is defined as

On = On/Sw. (9.51)
where
Oy ={(r1,....ry) € RV |r; #r; whenever i # j}, (9.52)

with Sy denoting the permutation group. We are interested in the case N = 2, for
which we have the following homeomorphism:

0, ZR* xR, x RP2. (9.53)

Here, the projective space RP? is obtained, through identification of exchanged
configurations, from the sphere consisting of all normalized relative position vec-
tors. Because we are only interested in topological effects, we regard RP? as the
configuration space for this problem.

It is well known that the quotient map S> — RP? gives rise to a Z,-bundle
structure and also that there are two inequivalent (scalar) quantizations on R P2,
determined by the characters of the fundamental group 7;(RP?) = Z,. Because
our aim is to construct the infinitesimal generators of rotations for this problem, it
will be convenient to describe the configuration space both as the quotient S?/Z,
and as a homogeneous space, of the form SU(2)/H. Setting

_[(» 0 0 X -
H._{<O X)’(—x 0)| Al _1}, (9.54)
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one can show that the space of right orbits of H on SU(2) is homeomorphic to
R P2. We will denote the orbits of this action as [[zo : z1]], where

(z0:2z1] € CP! = §2.

9.4.2 Construction of the angular momentum operators

The construction is similar to the one presented in the previous section. Because
the configuration space is of the form SU(2)/H, we start by considering unitary
representations of the group H. In one complex dimension, we only have two
possibilities, given by the trivial representation (boson statistics) and by

1 H—> GI(C),

A0
(0 X)r—>1, (9.55)

0 A — —1
-1 0 '

From now on, we will only consider this representation, which is the
one giving rise to Fermi statistics (i.e., wave functions for scalar particles
violating the spin-statistics connection). The total space of the line bundle
SU(2) x, C associated to the principal bundle SU(2) — SU(2)/H is the space
{l(g,v)] ] g € SU®R)and v € C} of equivalence classes defined by the equivalence
relation (g, v) ~ (gh, k(h~")v). The projection is given by

7 ([(zo, 21), v]) = [[zo : z1]]. (9.56)

The action of the rotation group SU(2) on the configuration space is the one
naturally induced by the action on the sphere. That is, for g = («, 8) € SU(2) and
p =1Ilzo:z1]1 € SUR2)/H, we have

ly(p) = [lazo — Bz1 : Bzo +azill. 9.57)

As in the previous section, the action can be lifted to the total space of the bundle,
by setting

1} ([(z0, 21), v]) = [(8(z0, 21), V)] .- (9.58)

In the example of the magnetic monopole we had to introduce local trivializations
in order to obtain the known expressions for the angular momentum operators. For
the case of indistinguishable particles that we are considering in this section, our
purpose is to establish a bridge between our formalism and the one presented in
[BRO7]. The latter does not make explicit use of vector bundles. Instead, it uses
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a position-dependent spin basis. The spin basis vectors are actually sections of
a trivial bundle on the sphere, but their transformation properties allow one to
regard wave functions constructed from them as sections on a bundle over the
physical configuration space.® So, in order to establish this connection between
the two formalisms, we will construct an explicit isomorphism between the bundle
SU(2) x, C and a line subbundle £_ of the trivial bundle RP? x C* — RP?, as
follows.

Let us regard the projective plane as the quotient S?/Z,. Then, points on it are
equivalence classes of the form [x] = {x, —x}, where x = (x|, x3, x3) € S%. With
this, the following open cover can be defined (¢ = 1, 2, 3):

U, = {[x] € RP?| x, # 0}. (9.59)

Let us now define a line bundle £_ (a subbundle of the trivial bundle RP? x C?)
as follows. The total space of the bundle is given by the following set:

{([x], 1 1¢p(x))) e RP? x C* | » € Candx € [x]}, (9.60)
where

() 5* — C°,

x > |¢(x))

(9.61)

is any map from S? to C? satisfying the following conditions:

(i) Itis smooth.
(i) |¢(x)) # O forall x € S2.
(iii) |¢p(—x)) = —|¢p(x)) for all x € S2.

The bundle projection is defined through & (([x], A |¢(x)))) = [x]. According to
(9.60), an element in the total space of L£_ is given by a tuple of the form
([x], Al¢p(x))). Notice that there is some ambiguity in this expression, for a repre-
sentative x is being explicitly used. However, there is no problem if one realizes
that a choice of representative x € [x] uniquely fixes the value of L. Assuming that
the representative x has been chosen, and that to it corresponds the scalar A, then
from property (iii) it follows that the other choice of representative, —x, forces the
value of the scalar to be —A. An alternative way to define the bundle is by saying
that the fiber over the point [x] is the subset {[x]} x V|, of RP? x C3, where Vix)
is the vector space generated by the vector |¢(x)) € C*. Local trivializations for

6 There are certain subtleties involved in this identification, which have been discussed in [Rey06].
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L_ are given by (@ = 1, 2, 3)

(2 nil(Ua) — UO( X (C,

. (9.62)
([x], A lp(x))) > ([x], sign(xe)A) .
They give rise to the following transition functions:
U, NU, — Z, < U(),
8ap o o4 2 ( ) (9.63)

[x] —> gup([x]) = sign(xyxp).

Yet another point of view is provided by the Serre-Swan equivalence of bundles
and modules: Given a (normalized) map |¢(—)) satisfying properties (i)—(iii), it
can be shown that the projector p : [x] — |¢(x)){¢(x)| gives place to a finitely
generated projective module p(.Ai) over the algebra A, of complex, continuous
even functions over the sphere [PasO1, PPRS04]. This module is isomorphic to the
module of sections on the bundle £_.

If ¢ = (20,21) € SU2) and v € C, then 7,([(g, v)]) = [[20 : z1]] is a point in
SU(2)/H.Let x(g) denote the point in S obtained from g through the quotient map
SUQ2) — SU()/U(1), and let [x(g)] denote the corresponding equivalence class,
with respect to the quotient map S — S2/Z,. Then it is clear that 7. ([(g, v)]) =
[x(g)], independently of the chosen g. This fact allows us to construct the following
map between the total spaces of SU(2) x, C and L_:

P:S5UQ2)x,C— L_,
[(g, V)] > ([x(&)], v P(x(g))) -

(9.64)

It is easy to check that this map is well defined and that, in fact, it provides a
bundle isomorphism. Thus, we obtain an induced lift on the bundle £_, as indicated
in the following diagram:

SU(2) xy, C (9.65)

i nK nk i
l&’

R P2 RP2.
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From 7, = ® o[} o ! we get, for g = (a, ),
7o ([x], A [p(x)) = (@ o ] 0 @) ([x], A [$(x)))
=(® o)) [((z0. 21). M)]
= @ [((a, B) - (20, 21), M]
= ([x(z5, 2] * [(x(zh, 2)))) » (9.66)

where, as in the previous section, z, = azo — Bz and Zy = Bzo + az;. Here,
(zo, z1) 1s chosen in such a way that x = x(zo, z1) = [[z0 : z1]]-

Now, notice that a smooth section on £_ can always be written in the form
U([x]) = ([x], ax) |¢(x))), with a : S — C a smooth antisymmetric function.
Such a section transforms under the action of SU(2) in the following way:

(U()W)([x]) i= 1,(W(g™" - [x]) = t([g ™" - x], alg™" - 0)lp(g™" - X))

= (Ix].a(g™" - 2) ¢(x)) (9.67)
From this we immediately see that the infinitesimal generators J; are given by
(iW)([x]) = ([x], (Lia)(x) [¢(x))) , (9.68)

where L; is the usual (orbital) angular momentum operator.

9.5 Conclusions

The generally accepted (relativistic) quantum field theory proof of the spin—
statistics theorem is perhaps one of the most interesting results of the general
theory of quantum fields, and there might be no apparent reason for trying to look
for a different proof. But, as a brief look at the current literature on the subject will
show, the interest in the problem of the spin—statistics connection in nonrelativistic
quantum mechanics has increased in the last years.

One reason might be that there is the opinion that nonrelativistic quantum
mechanics describes, without relativity, an astonishing number of physical phe-
nomena. As it is a theory that stands on a firm mathematical foundation, one
would like to be able to obtain the physically correct spin—statistics connection
without having to draw a theorem from another theory (which, anyway, is more
fundamental).

Another motivation might be the study of the spin—statistics connection in differ-
ent contexts: quantum gravity, quantum field theory on noncommutative spaces, etc.
In any case, in contrast to the opinion of many authors, our interest is not so much
to find a simple proof of the theorem, or even one which does not use relativistic
invariance, but rather to understand the connection from a different point of view.
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Just the fact that the Fermi—Bose alternative can be obtained as a consequence of the
topology of the configuration space is a quite remarkable result. But if, in the end,
it turns out that the connection has something to do with topology or geometry, one
should not expect to obtain an understanding of it without using the tools of those
disciplines. The approach that we are presenting here, which in some aspects is
a continuation of [PPRS04], has the purpose of establishing a bridge between
the proposed mathematical-physical framework and the current literature on
the subject. We believe that a clear formulation of the problem in mathematical
terms might help in providing a firm foundation to many works where interesting
physical ideas have been put forward and in establishing a link between them.

The main result of the present paper is the construction of the angular momen-
tum operators for a system of two indistinguishable particles obeying fermionic
statistics. Taking into account the equivalence I'(£L_) = A_ [PasO1, Rey06], we
see from (9.68) not only that sections on £_ can be isomorphically mapped to
antisymmetric functions over S2, but also that the generators of rotations, obtained
here by means of a well-defined quantization map, correspond to the usual angular
momentum operators. Thus, whereas it is true that by taking seriously into account
the indistinguishability of quantum particles we are forced to consider nontrivial
geometric—topological structures, at the end we see that all these structures can
be mapped isomorphically to the ones that we are familiar with. One could argue
that this only means we have not won anything. On the contrary, we believe that
taking these structures into account could eventually lead to an advance in our
understanding of the subject. In particular, we believe that it would be a fruitful
idea to obtain a global version of the theorem proven in [Kuc04], using the tools
discussed in the present paper.
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10
Conserved currents in Kahler manifolds

JAIME R. CAMACARO AND JUAN CARLOS MORENO

Abstract

We revisit some properties of Lie algebroids, Lie bialgebroids and bidifferential
calculi, in order to stress the relation of the Lie algebroid structure with the
constructions of hierarchies of conserved currents and show the existence of
a particular class of conserved currents. We give some examples related to
Kdhler and generalized Kdhler structures.

10.1 Introduction

In a recent paper [1] Dimakis and Miiller-Hoissen showed how to generate con-
servations laws in completely integrable systems by making use of a bidifferential
calculus. More recently, Crampin et al. proved that the approach of Dimakis and
Miiller-Hoissen was related to the standard approach using bi-Hamiltonian struc-
tures of the Poisson—Nijenhuis type [2]. These results were extended in [3], where
the Poisson—Nijenhuis case was discussed in a detailed way. Some interesting
remarks on the so-called gauged bidifferential calculus by Dimakis and Miiller-
Hoissen were also given. A detailed description of geometrical properties and a
generalization to Lie algebroids were given respectively in [4,5]. Apart from the
previous citations, one can find of interest the relation of the bidifferential cal-
culi and the non-Noether symmetries (see, e.g., [0, 7]), and the application of the
bidifferential calculi and Lie algebroids to specific integrable systems (see, e.g.,
[8,9D).

As was pointed out in [10], the concepts of recursion operator and hierarchies
of conservation laws are related to the Lenard chains, and also the algebraic action
of the Nijenhuis operator is related to the Poisson—Nijenhuis structure. Here we
will use the relation between the Dimakis and Miiller-Hoissen constructions and
the Lie algebroid and bialgebroid structures established by means of the recursion
operators and their differential action, studied in [5], to show the role played by the

368
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Lie algebroids as a bridge between the algebraic action and the differential action
of the recursion operator. Finally, we show the existence of a new subsequence of
conserved currents in the construction of Crampin et al., generated by means of the
hierarchies of symplectic forms.

10.2 Lie algebroids

In this section we recall some facts about Lie algebroids and their representation
as an exterior differential algebra.

Definition 10.2.1 A Lie algebroid is a vector bundle 7 : A — M together with:

* aLie bracket [+, -] 4 on the space I'(A) of sections of A,

* a vector bundle map p : A — T M over the identity, called the anchor, such that the
induced map p : I'(A) — I'(T M) is a Lie algebra morphism,

¢ theidentity [X, fY]4 = f[X, Y] + (0(X)f)Y holding for each pair X, Y € I'(A) and
f e C®(M).

If we consider coordinates (x!, ..., x") on a local chart U C M and a basis
{eo | =1, ..., r} of local sections of 7 : .A|U — U, then the expressions for the
Lie bracket and the anchor are

lea.egla =Y C,l(X)e,. a.p=1,..r, (10.1)
y=1

/C eﬂl aa“r x-? o 17"'j ’ 102

respectively, where Ca,s Y(x) and aia(x) are the structural functions of the Lie
algebroid.
Examples of Lie algebroids are the following:

(i) Every finite-dimensional Lie algebra g, regarded as a vector bundle over a single point.
Sections are elements of g, the Lie bracket is that of g, and the anchor map is identically
zero.

(i) The tangent bundle 7y, : TM — M with the usual bracket on vector fields and with
anchor the identity map ly) on T M.

We define the graded exterior algebra of a Lie algebroid (A, p, [+, -]4) via
the exterior vector bundle /\*.A. The members of I'(/\*.A) are called .A-vector
fields. Sections of the dual bundle A* are called A — 1-forms. Similarly, sections
C(A*A*)of \° A* are called A-forms. The bundle .A* is endowed with a nilpotent
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differential operator d 4 of degree 1, d 4 : I'( /\k A*) — T( /\kJrl A*), given by

dad (X1, Xy Xep) = Y (=DM p(X)0(Xy, ., Koy Xir)

L
+ Z(_]‘)l—"_jﬁ([xl? Xj].A’ Xl’ AR ) Xl’ ey X]’ MR Xk+1)'
i<j
This exterior differential algebra is specially interesting in that it is equivalent
to the Lie algebroid structure in .4, with the structural maps p and [-, -] 4 defined
as follows:

p(X)f ={daf, X),
0,[X,Y]) = p(X)({0,Y)) — p(Y)(O, X)) — dab(X, )

for X,Y e I'(A), f € C*°(M) and 6 € I"(A*).

Another important fact about Lie algebroids is the one—one correspondence
between a Lie algebroid structure in a vector bundle .4 and a Poisson structure in
the dual bundle .A* whose linear functions form a Lie subalgebra (see, e.g., [3]).

Moreover, associated to a Lie algebroid structure there is also a graded Lie
bracket

[, dewy : TAT A x T(A*A) — T(A" A,

which constitutes, together with the exterior product, the well-known Gerstenhaber
algebra of the Lie algebroid, also called an odd Poisson bracket or Schouten
bracket (see, e.g., [3]). If the Gerstenhaber bracket is generated by a linear operator
d:T(A\*A) — I'(\" A) of degree —1 such that 9> = 0, and

(X, Yl =D BXAY) =X AY — (=D'X AJY)

for every X € I'( /\k A), Y € T'(/\* A), then we have an Batalin—Vilkovisky (BV)
algebra (see, e.g., [12]).

In general, it is possible to define a mapping dy : T(A” A*) — T(APT! A%
for each X € F(/\k A) by

dy® = ixdd + (—DMdiy0,

where iy is the inner contraction with X.
A type of Lie algebroids, remarkable because of its relations with integrable
systems, are the Lie bialgebroids, introduced by Kossmann—Schwarzbach in [14]:

Definition 10.2.2 A Lie bialgebroid is a pair ((A4, p, [+, -]4), (A%, p*, [+, -]1a+)) of
Lie algebroids, where .4* is the dual bundle of A, such that the differential d 4 is a
derivation of the Gerstenhaber algebra (I'(/\* A*), A, [+, -] 4+), and the differential
d 4+ is a derivation of the Gerstenhaber algebra (IU'(A\°* A), A, [+, -1.4)-
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The bialgebroid structure is specially interesting because of its relation with
the bi-Hamiltonian structure, via the well-known relation with Poisson—Nijenhuis
(PN) structures [5, 14].

10.3 Bidifferential calculi, PN structures and Lie algebroids

We begin this section using the theory of contraction of a Lie algebroid structure via
a Nijenhuis tensor (see, e.g., [15,19]) in order to reproduce the bidifferential calculi
developed by Dimakis and Miiller-Hoissen and the bi-Hamiltonian structures of
Crampin et al.

Consider a manifold M endowed with a (1, 1) tensor field N. We say that N is
a Nijenhuis tensor if the corresponding Nijenhuis torsion 7' (N) defined by

T(N)(X,Y) = [N(X), N(Y)] = N(IN(X), Y]+ [X, N(Y)]) + N*([X, Y])

for every X, Y € I'(T M) vanishes. By means of N, it’s possible to define on 7T M
an alternative Lie algebroid structure (see [15, 16]) with bracket

[ Iy =INC), - 1+ [ NOI = N, D (10.3)
such that forevery X, Y e '(M) and 6 € ['(T*M),
0,[X,Y1In) =N(X)O,Y)—NX)O,X)+ X0, NY)—-Y (0, NX)
— (0, N(X,Y]) —dO(NX,Y)—do(X, NY).

The corresponding anchor is p = N:TM — TM, defined by contraction of N
with vector fields. Using the graded commutator [-, -]p on Der['(\*T*M) =
D, DerI'(/\* T*M) of all graded derivations, we write the corresponding differ-
ential operator on the new Lie algebroid structure (T M, N, [-, -]y) by

dy = lin, d]p, (10.4)

where d is the de Rham differential and i is a derivation of degree 0, defined by
iV (X1, Xp) =) Xy, N, ... X ),
i=1

for any differential form ¢ € I’ ( N T*M )
It’s straightforward to check that the two exterior differential operators d and
dy acting over ['(/\* T*M), satisfy

and
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Then the relations between d and dy correspond to the classical theory of bidiffer-
ential calculi of Frolicher and Nijenhuis. Notice, the condition d%, = 0 is equivalent
to the analogous condition for d 4, i.e., the differential operator dy defines a Lie
algebroid structure with bracket and anchor defined by

(0,[X,Y]y) = NX)({0,Y)) — N(Y)((0, X)) —dnO(X,Y),
NX)f = (dnf. X)
for every X,Y e I'(TM) and f € C*°(M). Moreover, we have the following
identity:
dy0(X,Y) = N(X){(dn6,Y) — N(Y)(dnO, X) — (dn0O, [X, Y1y)

= NX){0, N(Y)) = N(¥)({0, N(X)) — (6, N([X, Y]n))

= (0, [N(X), N(Y)] = N([X, Y]n)) = 0,
and therefore

N([X, Y]n) = [N(X), N(Y)]

if and only if T(N)(X, Y) = 0. So dy defines an alternative Lie algebroid structure
corresponding to the contraction by N of the original Lie algebroid structure.
The action of dy on f € C®(M)and ¥ € I’ (/\' T*M) is given by

dy f = N*df,
dy ¥ =iy (d¥) —d(iy?),
dy(df) = d(N*df).

The structure obtained in this way is the action of the Nijenhuis tensor N on forms,
as was defined in [10].

Proposition 10.3.1 Let M be a differentiable manifold. Given a (1, 1) tensor field
N, the triple (T(\°T*M),d,dy) is a bidifferential calculus of Frélicher and
Nijenhuis if and only if the triple (T M, N, [-, -1n) defines a Lie algebroid structure
on M.

Continuing with the construction of the hierarchy of conserved currents, we find
that the construction of Dimakis and Miiller-Hoissen can be applied: starting under
the original but more restrictive condition dy x® = 0 or with the less restrictive
and more familiar condition ddy x© = —dydx® =0 for x© ¢ F(/\‘Y_1 T*B),
s > 1[1,2], it is possible to construct inductively a sequence of forms X(’"), with
m=20,1,2,..., satisfying

dX(m-H) — dNX(m)-
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Here the Lie algebroid structure is acting as a bridge between the algebraic
structure of the Nijenhuis tensor and its differential part, by means of a contraction
of the Lie algebroid bracket and the operator dy. As we will see, the Lie algebroid
and bialgebroid structures are a fundamental link between the algebraic action
by contractions and the action on differential forms of the Nijenhuis tensor, in
addition to the relation of these two actions with the Lenard chains (for details see
e.g., [10,11,17]).

Now consider a Poisson—Nijenhuis manifold (M, P, N), that is, a Poisson man-
ifold (M, P) endowed with a Nijenhuis tensor which satisfies the compatibility
condition

[NP,NP]s =[P, NP]s =0,

where [-, -]s is the Schouten bracket. So the linear combination of this Poisson
structures is again a Poisson structure, defining in this way a bi-Hamiltonian system.

It is well known that (M, P, N) being a Poisson—Nijenhuis manifold is equiva-
lent to the pair (T M, T*M) being a Lie bialgebroid [14].

The Poisson bivector P defines a map P:T*M > TM by contraction with
covectors. So, we can endow the vector bundle my, : T*M — M with a Lie alge-
broid structure defined by the anchor map p = P and Lie bracket on 1-forms
given by

[0, m" = Lpgyn — Liy0 — d(P©, n),

where Ly denotes the Lie derivative. The exterior differential in this case is
the Lichnerowicz—Poisson differential dp = [P, -]s. As we already pointed out,
a Nijenhuis structure gives a new Lie algebroid structure on 7 M by means of the
Lie bracket (10.3), the anchor map p = N, and the exterior differential operator
dy. Using both structures, we find again the bidifferential calculus defined by the
operators d and dy, which now can be endowed with a bi-Hamiltonian system
related to the Poisson—Nijenhuis structure of the base manifold.

If we assume a nondegenerate Poisson structure on M —i.e., there is a symplectic
structure wqy which satisfies

wo(N(X),Y) = wo(X, N(Y)) forall X,Y e T (A\TM)

— then there is a 2-form w; defined by w; = wo(N(X), Y). Moreover, if dw; = 0,
we can define a new Poisson structure P;. In this way, as was stated in [2, 3], the
sequence of currents obtained by the bidifferential construction are in involution
with respect to both Poisson structures. So we recover all the elements of Cramping
etal. and of Dimakis and Miller-Hoissen in the context of contracted Lie algebroids
(Frolicher—Nijenhuis calculus), Notice that the bidifferential structure is in one-to-
one correspondence with the Nijenhuis tensor.
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All the preceding construction is made possible by the property
wo(N(X),Y) = wo(X, N(Y)).

Now let us consider the case where the compatibility condition between the sym-
plectic form and the Nijenhuis tensor is

wo(N(X),Y) = —wo(X, N(Y)),

which is a kind of Kahler relation between the Nijenhuis operator and the symplectic
form.

There is an alternative construction to generate a sequence of conserved currents
in involution. This construction is based on the powers of the Nijenhuis tensor N,
i.e., N* with k an integer. Recall that if N is a Nijenhuis tensor, then N* is again
a Nijenhuis tensor. This kind of structures is specially interesting in that it defines
the so-called hierarchies of 2-forms, by (see, e.g., [17])

(X, Y) = wo(X, N(Y)).

Theorem 10.3.2 Let (M, w) be a simply connected manifold endowed with a non-
degenerate symplectic structure, P be the Poisson bivector field associated to w,
and N be a Nijenhuis tensor satisfying

o(NX,Y)=—w(X,NY) forevery X,Y €T (/\ TM).

Then, given x0 e C®(M) satisfying ddyx© = dydx©® =0, there exists a
sequence {x® e C>® (M)}, such that

Px™, dx™) =0
for every m, n € N satisfying m —n = 2k, withk =0,1,2,3, ...
Proof For x© e C*(M) we consider
JV =dyx® eT (ANT*M), (10.5)
which satisfies
djV = ddyx® = —dydx® =0

as a consequence of dyd X(O) = 0. Then, from the Poincaré lemma, there exists
xM e C°°(M) such that

JV=dx. (10.6)
Now, applying in|;(.iz.yy 1 T (A” T*M) — T (A" T*M) and equation (10.6),

we define

FO =iy j O = dyx® e T(AT*M).
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Because iy oiy =iy2on I’ (/\ T*M), it follows from (10.5) that

JV =injO =indyx? = dyx©.
Then, using dy = iy od — d o iy and dy = d* = 0, we immediately find

d(j") = —dyj +indjV = —dyx =0,

that is, the 1-form f(l) is d-closed. In general, given a nonzero ¥ e C®(M),
we define j™ € I" (/\ T*M) satisfying

4i =0, = gy D,
and consider j(m) =iy j™ = dy:x™"" € I' (/\ T*M). Because dj™ = 0, then
by the Poincaré lemma there exists x " € C*(M) for which j" = dx™ and

inj"™ =dyx"™. Therefore, using again the identities dy =iy od —doiy
and d3 = d* = 0, it follows that

AGDV) = —dy ™ + indj™ = —d% "D 4 in(d ™) = 0.

So j™HD = dy ™ and j D = iy jTD = dye x D are 1-forms satisfying
dj(m+1) — ddNX(m) — _deX(m) — _de(m) — _dl%lx(m—l) =0,

and therefore

d(lN](m+1)) — _de(m-‘rl) + l'N(djm+l) — _dlz\]X(m) —0.

o0

In this way we obtain sequences of d-closed forms { j®er (/\ "M ) } el

{j® el (A T*M)};:il satisfying

GEFD = gy D — gy @) JlkD - *+D) — g

=dyx vex®©. (10.7)
Finally,

dx D = gy ®.
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From the preceding construction it is straightforward that, for k > 0,
Pdx™,dx™) = Pdx"*°, dx™)
= Pdys xR gy ™)
= P(dx "Dy x ™y
— P(dy "D gy D)

— P(szx(nJerka)’ dX(n+2(k71)))

— P(dx(n+2k72k)’ dNZX(n+2(k71)))
— P(dx(n+2k72k)’ dX(n+2(k71)+2))

= Pdx™, x™).
In view of the skew symmetry of P,
Pdx™, dx"™) =0. O
So even in the case where the condition
o(NX,Y)=—w(X, NY),

is satisfied, one can generate a sequence of conserved currents in involution. The
relation that plays the principal role in this construction is

o(N*(X),Y) = o(X, N*(Y)),

in view of which it is straightforward to notice that there is a bi-Hamiltonian
structure associated to this construction, related to the preceding hierarchy of
symplectic forms. In particular, for the element with k = 2 we have

(X, Y) = wy(X, N2(Y)).

Moreover, we can build a new sequence of conserved currents on the bidif-
ferential (I'(A\°* T*M), d, dy->), using the original sequence generated by x® on
(T(\*T*M), d, dy). It is worthy of notice that this new sequence it is not in a
direct relation with the original one, because of the Kahler-like relation between N
and w.

Thinking in terms of the Lie algebroid structures, we obtain a second contraction
of the original structure on 7 M. Notice that N2 is again a Nijenhuis tensor, because
djz\,2 = 0, so there is a third Lie algebroid structure on 7' M. There is no reason to
stop the number contractions at k = 2, so one can think of a hierarchy of contracted
Lie algebroids with the same characteristics of the hierarchies of N.
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10.4 Examples

Example 10.4.1 A Kahler manifold is the simplest case in which a subsequence
of conserved currents can be expected [20].

Let M be a be a real manifold of dimension 2n, endowed with a complex
structure, namely, a (1, 1) tensor field J with vanishing Nijenhuis torsion and
satisfying J2 = —I 7). Assuming that M admits an Hermitian structure for which
the fundamental 2-form

w(X,Y) = g(J(X),Y) forall X,Y e [(TM)

is closed, we obtain a Kahler manifold. In this manifold we have for each pair
X, Y € I'(T M) the following relation between J and w:

o(J(X),Y) = —w(X, J(Y)).

Now, given x© e C®(M) with dd; x© = 0, we can build, by Theorem 10.3.2, a
sequence {x® e C>® (M)}, where

Ay = _gy®.

Then, we find a trivial sequence of function in involution with the Poisson structure
defined by the 2-closed form w.

Example 10.4.2 For a manifold M of dimension 2n, a generalized Kahler structure
onitis atriple (g, J+, J_) consisting of a Riemannian metric and two g-compatible
complex structures Jy such that J,J_ = J_J,, and the fundamental 2-forms

wi(X,Y)=g(Ji(X),Y) forall X,Y e '(TM)
satisfy the following integrability relations:
dj+6()+ +dLa)_ =0, ddjia):t =0

(see, e.g., [21]). Itis possible to consider the case where J_ = £+J and J, = J, but,
following the construction in [21], we will consider only the case where J, 7% £J_.
In this case we see that for each X, Y € I' (T M),

wi(Jx(X), ¥) = —o(X, Jx(Y)).

Associated to the generalized Kahler structure there are two alternative Lie alge-
broids, which are determined by the bidifferential calculi (T'(A\* T*M), d, d;,).
Moreover, starting from the 2-forms Xf = F(/\2 T*M) and following
the original construction in [1], we find the sequences { XJ(rk) e N(T*M)}72,, and
{X(_k) e I'(T*M)}72, such that

k+1 k k+1 k
dxfr+):dj+x(+), dx£+):d17)(£).
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Example 10.4.3 Continuing with the generalized complex structure, we restrict to
the submanifold B where the fundamental 2-forms are closed. Then, the complex
structures J, and J_ are parallel with the Levi—Civita connections determined by
g, namely, 774 and v/ _, respectively:

V+J+ =0.
So we see that for every X, Y € I'(T B),
J(X, Y1)+ J-(X, Y],,) = [+(X), J-(D)] + [J-(X), J+(Y)];

therefore, T(J+ + J_)(X,Y) =0 (see, e.g., [23]). Moreover, considering that
JiJ_ = J_J;, we have the following relation between the 2-forms wy and the
Nijenhuis operator J, + J_:

ws (V4 + J)(X), V) = —w+ (X, (J4 + J)X)),

Then J; + J_ is a Nijenhuis operator satisfying a Kahler-like condition. Now,
instead of taking the same steps as in the previous examples, we will take advantage
of the fact that

(Jy+J ) =200 —2l7p.

By Theorem 10.3.2, we find that, given x© € C*(B) satisfying

dj.4;dx® =—dd; +; x® =0,

there exists a sequence { x® ecC *(B)}z2, such that, if P, denote the Poisson
bivectors corresponding to w4, then

Pidx™,dx™)=0

if m — n is even.

10.5 Final Comments

Further research is necessary to gain a better understanding of the meaning and
applications of this construction. For example, would be enlightening to consider
different useful variations of the bidifferential calculi and their applications to
integrable systems, as well as possible applications in sigma models, where it
becomes an important task to consider Kahler manifolds, hyper-Kahler manifolds
and N = 1, 2 manifolds [18].

The construction carried out in this chapter could be extended to generalized
structures. For a first look at the algebraic construction see [19]. For applications see
[21] and [22]; as they show, the contraction of a Courant algebroid by a Nijenhuis
tensor is possible under some conditions, which include generalized structures. We
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are looking forward to generalizations of the bidifferential calculi having in this
case the backing of the bialgebroids and Courant algebroids.
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A symmetrized canonical determinant on odd-class
pseudodifferential operators

MARIE-FRANCOISE OUEDRAOGO™

Abstract

Inspired by Braverman’s symmetrized determinant, I introduce a symmetrized
logarithm 1log™™ for certain elliptic pseudodifferential operators. The sym-
metrized logarithm of an operator lies in the odd class whenever the operator
does. Using the canonical trace extended to log-polyhomogeneous pseudodif-
ferential operators, I define an associated canonical symmetrized determinant
DET®™ on odd-class classical elliptic operators in odd dimensions: DET™™ =
exp o TR o log™™, which provides a canonical description of Braverman’s sym-
metrized determinant. Using the cyclicity of the canonical trace on odd-class
operators, one then easily infers multiplicative properties of this canonical
symmetrized determinant.

Introduction

The ordinary determinant on matrices, det = exp o tr o log, extends to certain ellip-
tic pseudodifferential operators (¥ DOs) via the ¢-determinant det,, which is used
in physics to compute partition functions. But det, is not multiplicative in general,
i.e., det;(AB) # det,(A)det;(B). The multiplicativity of the ordinary determinant
on matrices follows from the cyclicity of the trace combined with a Campbell-
Hausdorff formula: det(AB) = exp tr(log(AB)) = exp(tr(log A) + tr(log B)) =
det(A)det(B). Our aim is to mimic this construction using an extension of the canon-
ical trace TR introduced by Kontsevich and Vishik [KV] (defined on noninteger-
order ¥ DOs) to an appropriate class of elliptic ¥y DOs, stable under logarithms,
on which TR is cyclic. A natural class is that of odd-class yDOs [Gr, KV] in odd
dimensions. However, it is not stable under logarithms; nevertheless, logarithms
of even-order odd-class elliptic 1 DOs lie in the odd class. Inspired by Braverman

" Tam grateful to Maxim Braverman for his helpful comments on a preliminary version of this article.
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[B], we introduce a symmetrized logarithm:
1
log;™ A = - (logy A +10gy_ A)

which lies in the odd class whenever A does, independently of the order (Proposition
11.3.1). Here 6 and 6 — amr are both Agmon angles of A, and a is its order. It is
therefore natural to define (Definition 11.5.1)

DET,;™A = exp (TRlog;™ A)

on a set of odd-class elliptic ¥ DOs in odd dimensions, provided TR extends to
symmetrized logarithms of odd-class elliptic ¥*DOs in odd dimensions. This holds
because logzy ™ A lies in the odd class according to results in [PS], where it was
shown that TR extends to the algebra of odd-class log-polyhomogeneous operators
in odd dimensions. Here we moreover observe that all operators in this algebra are
of the type

A=A (log" Q).

where A; is an odd-class classical 1#DO and Q is an odd-class admissible DO
with positive order and Agmon angle o (Proposition 11.3.3).

The symmetrized canonical determinant DET®™ coincides with the symmetrized
determinant defined by Braverman [B], and it coincides with DET = exp o TR o
log, which arises in [PS] (Theorem 2.11) in the case of an even-order odd-class
operator in odd dimensions, which in turn coincides with the ¢-determinant. Just
like the ¢-determinant, the symmetrized canonical determinant depends on the
spectral cut, but, as already observed by Braverman, this dependence is weaker than
for the ¢ -determinant (Proposition 11.5.5). The fact that DET®™ is multiplicative on
commuting operators is an easy consequence of the Campbell-Hausdorff formula
(see Proposition 11.5.6). As already observed by Braverman [B], the multiplicative
property actually holds for noncommuting operators under some natural restrictions
on the spectral cuts; here this multiplicative property arises as a straightforward
consequence of the traciality of the canonical trace on odd-class operators in odd
dimensions (see Proposition 11.5.8).

This chapter offers a summary of some results of my PhD thesis [Ou] in
preparation.

11.1 Log-polyhomogeneous operators

Let us first recall some basic concepts related to pseudodifferential operators and
their symbols. Let U be an open subset of R”. Given m € C, the space of symbols
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S™(U) consists of functions o (x, £) in C*(U x R") such that for any compact sub-
set K of U and any two multiindices « = («q, ..., ®,) e N', 8 =(B81,...,Bu) €
N" there exists a constant Cgg satisfying, for all (x,§) € K x R",

102880 (x, )] < Crap(1 + E)RCP, (LD

where Re(m) is the real part of m, and || = 81 + - - - + B.
We denote by S(U) := (J,,cc $"'(U)) the algebra generated by all symbols on
U for the star product defined as follows: if oy € "' (U) and 0, € S™*(U),

(=)

!

o1 *0a(x, E) ~ Y

aeN”

dg o1(x, §)d7 0a(x, &),

i.e., for any integer N > 1 we have
(_l)‘al o o mi+my—N
o1 x0a(x,6) = Y — 0 or(x, E)foa(x, £) € SN,

|la|<N

A symbol o € $™(U) is classical of order m if there is an asymptotic expansion

o(x, ) ~ Y Y(E) omj(x, §),

J=0

where 0,,_;(x, §) is a positively homogeneous function on C*(U x (R" — {0}))
of degree m — j, i.e., o,_j(x,t§) = t’"‘jam,j(x, ) for all r € RT. Here ¢ €
C°°(R") is any cut-off function which vanishes for || < % and such that ¥ (§) = 1
for |&] > 1.

Let CS™(U) denote the subset of classical symbols of order m, and let CS(U) =
(Upmec €S™(U)) denote the algebra generated by all classical symbols on U.

A symbol o € §"¢(U) for any € > 0 is log-polyhomogeneous of order m and
log degree k (see [L]) if its has an asymptotic expansion of the form

ook
o, &)~ Y > YE) omjux, &) log [El,  (x,§) e TU, meC,
j=0 1=0
(11.2)
where k is a nonnegative integer and every o, ;, [ =0, ..., k, is positively homo-
geneous of degree m — j. We denote the set of log-polyhomogeneous symbols of
order m and log degree k by CS™*(U), and we set

CS*MU) = U cs™ ), CS**(U) = <U CS*”‘(U)>.

meC k>0
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Note that CS*°(U) = CS(U). For a vector space V, we set
CS™(U,V)=CS"(U)®End(V), CS*fU, V)= CS**(U)® End(V).

Let 7 : E — M be a finite-rank Hermitian vector bundle over a smooth closed
Riemannian manifold M of dimension n. A DO A acting on the space C*°(M, E)
of smooth sections of E is classical of order a [is log-polyhomogeneous of order a
and log degree k] if in any local trivialization E;y >~ U x V, its symbol o (A)Y is
classical of order a, i.e., 0 (A)Y € CS*(U, V) [respectively, log-polyhomogeneous
of order a and log degree k, i.e., c(A)Y € CS“* (U, V)]. We denote the set of
classical operators of order a [log-polyhomogeneous operators of order a and log
degree k] by C¢4(M, E) [CL“*(M, E)], and we set

ClM,E) = <U Ce(M, E)>, cef(m, Ey = | Jcer M. E),
aeC aeC

C**(M,E) = <U cef(u, E)>,

k=0

where, as before, (S) stands for the algebra generated by the set S. Here the product
is the ordinary composition. Note that C¢*(M, E) = C£“°(M, E).
Let us finally recall the notion of odd-class symbols and operators.

Definition 11.1.1 [PS] A log-polyhomogeneous symbol (11.2) with integer order
m is of odd class if foreach j > 0, for/ =0, ..., k,

O jix, =§) = (=1)" oy, (x, §) for |§] > 1. (11.3)

A log-polyhomogeneous operator A will be said to be of odd class if in any local
trivialization it is of odd class. We denote by CE?;kl)(M , E) the set of odd-class
log-polyhomogeneous operators of order a and log degree k, and by CE?‘_*I)(M , E)
the set of odd-class log-polyhomogeneous operators.

Example 11.1.2

(i) All differential operators and their parametrices belong to C£(" (M, E).
(ii) The operator (1 + A)~', where A is the Laplacian, is of odd class.

Proposition 11.1.3 [PS] (See also [Ou].) Cﬁz’_*l)(M, E) is an algebra.

11.2 Holomorphic families of log-polyhomogeneous operators

Let us recall the notion of holomorphic family of symbols and operators first intro-
duced in the classical case by Guillemin [G] under the name of gauged symbols,



A symmetrized canonical determinant on odd-class pseudodifferential operators 385

later popularized by Kontsevich and Vishik [KV] and generalized in [PS] to the
log-polyhomogeneous case.

Definition 11.2.1 Let k be a nonnegative integer, and €2 a domain of C. A family
(0(2));eq C CS*@KU) of log-polyhomogeneous symbols is holomorphic if:

(i) The order «(z) of o (z) is holomorphic on €.
(i) For (x,&) € U x R", the function z — o(z)(x, &) is holomorphic as a function in
C*®(Q2 x U x R"), and for each z in €,

(o]
o@D, ) ~ Y x(E)oue)- (@)X, £)
j=0
lies in CS“@*(U) for some cut-off function .
(iii)) For any integer, N > 1, the remainder
N-1
on()(x,8) == 0(2)(x,§) — Z X(E)0a()-j(2)(x, §)
j=0
is holomorphic in z € 2 as an element of C*(2 x U x R"), and its /th derivative
o,(é) (2)(x, &) := 3! (on(2)(x, §)) lies in SR =N+¢ (/) foralle > Olocally uniformly
on 2, i.e., the /th derivative afa( ~n)(2) satisfies a uniform estimate (11.1) with respect
to z on compact subsets in £2.

Proposition 11.2.2 [PS] Let k be a nonnegative integer, and let Q2 be a domain of
C. If5(z) € CS*D*U) is a holomorphic family, then so is each derivative

o D@)(x, §) = 8,(0(D)(x, §)) € CSTPH ().
Precisely, 0 V(z)(x, £) has an asymptotic expansion

(@), &) ~ Y 0V (x, §).

j=0
Now we recall the notion of holomorphic log-polyhomogeneous operators.

Definition 11.2.3 A family (A(z)).cqe of log-polyhomogeneous operators on
C>®(M, E) with distribution kernels (x, y) = Ka;)(x, y) is holomorphic if:

(i) The order a(z) of A(z) is holomorphic in z.

(i1) In any local trivialization of E, we can write A(z) in the form A(z) = Op(o(2)) +
R(z), for some holomorphic family of symbols (0(z)),c and some holomorphic
family (R(z));eq of smoothing operators, i.e., given by a holomorphic family of
smooth Schwartz kernels.

(iii) The (smooth) restrictions of the distribution kernels K 4(,) to the complement of the
diagonal A C M x M form a holomorphic family with respect to the topology given
by the uniform convergence in all derivatives on compact subsets of M x M — A.
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Let us recall the construction of complex powers of elliptic operators, which
provide classical examples of holomorphic families of operators. An angle 6 is
called a principal angle of ayyDO A € C{(M, E)ifforevery (x,&) € T*M — {0},
the leading symbol oZ(A)(x, &) of A has no eigenvalues on the ray Ly = {re'?,
r > 0}; in that case A is elliptic and its spectrum is discrete. We call a DO
A € CUM, E) admissible with spectral cut (or Agmon angle) 6 if A has principal
angle 0 and the spectrum of A does not meet Ly. In that case, A is invertible elliptic.
Let A € C¢(M, E) be admissible with spectral cut 6 and nonnegative order a. For
Re(z) < 0, the complex power Aj is defined by the Cauchy integral [Se]:

AS = o . A5(A — 2)da,

where Aj = |A[%e’“@8") with § < argh <6 4 27. Here T,y ="}, UTZ, UT; .,
where Ily={pe 0c0>p=r}, I'?y={pe oc0>p=>r}, and T}, =
{re'",0 —2m <t < 0}, is a contour along the ray L, around the spectrum of A;
and r is any small positive real number such that I', g N Sp(A) = @. The operator

A} is classical of order az; the homogeneous components of its symbol are
i
Ouz (A, &) = 2—/ A5 qamj(x. &, W) dA
T Ty

with g_,_; the homogeneous components of the resolvent (A — AI)~'. The defi-
nition of complex powers can be extended to the whole complex plane by setting
A = AF A;fk for k € Nand Re(z) < k; this definition is independent of the choice
of k and preserves the usual properties: A} AZ = AY ™, A% = A for k € Z.

The family (A).cc is a holomorphic family of ¥ DOs, and the logarithm of A
is defined in terms of the derivative at z = 0O of this complex power [Se]:

IOgQ(A) = azAg |z=0-

In some local chart [Se], the symbol of log,(A) admits an asymptotic expansion:

o (logy(A))(x, §) ~ a log|&|] + ZG—j(lOgQ(A))(x, £),
Jj=0

where a denotes the order of A. Then log,(A) is a log-polyhomogeneous operator.

11.3 Symmetrized logarithms

Inspired by Braverman [B], we introduce the symmetrized logarithm of an odd-class
admissible ¥DO. Let C¢¢_;,(M, E) denote the set of odd-class classical operators
of ordera,andlet A € CZ?_I)(M , E) be an admissible {»DO which admits Agmon
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angles 6 and 8 — am. The symmetrized logarithm of A is defined by
1
log?™ A := 3 (logy A +logy_,, A) . (11.4)

As already pointed out by Braverman (see [B], Corollary 2.14), symmetrized
logarithms of odd-class operators lie in the odd class.

Proposition 11.3.1 The symmetrized logarithm of A € CL(_ (M, E) with Agmon
angles 0 and 0 — am is an odd-class log-polyhomogeneous operator.

Proof The proof is the same as in [B] (see also [P]). O
This confirms known results in the case of even-order operators [D].

Corollary 11.3.2 If A € CL{_,\(M, E) admits an Agmon angle 6 and if a is even,
then log,(A) is an odd-class polyhomogeneous operator.

Let us now observe that all (odd-class) log-polyhomogeneous operators can be
written as finite linear combinations of products of (odd-class) classical operators
and symmetrized logarithms.

Proposition 11.3.3 Let Q € C{_\(M, E) be any admissible odd-class classical
Y DO with positive order q and Agmon angle o, o« — qm. Then

k k
(i) CI"*(M, E) =D CeM, E)(ogd™ Q) = (log?™ Q) P ClM, E),
=0 =0
k

k
(ii) CeN\(M, E) = (logd™ Q) @D Cln(M. E) = P Cl_(M, E) (logd™ Q).
=0 =0

Remark 11.3.4 log)™ QO can be replaced by log, Q in (i), as already observed in

o

[D]. For the proof, see [Ou].

11.4 The canonical trace extended to odd-class operators in odd dimension
An operator A € C{(M, E)of order < —n is trace-class. In this case, the trace of A,
which is finite, is given by tr(A) := [, dx [;.,, tr (0a(x, §)) d&, where tr is the

fibrewise trace and where d§ := # d & with d& the ordinary Lebesgue measure

on7M ~ R". Kontsevich and Vishik [K'V] introduced the canonical trace TR for
a noninteger-order classical DO A:

TR(A) :=/ TR, (A)dx :/ <f try (04(x, &)) d&) dx,
M M \JTrMm
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where fT* tr, (oa(x, §)) d& = fpp_, o fB 0.5 Tx (@a(x, ) d&. Here B.(0, R)
is a ball of radius R. It further extends to noninteger-order log-polyhomogeneous
operators using the same formula [L]. In contrast, the noncommutative residue of
a classical ¥ DO A is defined by [G, W] (see also [K])

mam:i/(/ HﬂwnMXn@D%)dx
m \Js:m

From this formula, it is easy to see that the noncommutative residue vanishes on
¥ DOs of order strictly less than —n and also on ¥ DOs of noninteger order.

Let A € C¢*¥(M, E) be a log-polyhomogeneous operator with the asymptotic
expansion (11.2) in local coordinates. We set, by extension, for any x € M (see
[PSD,

res, j(A) := / try ((o_ni(A)(x, §))) d& for I <k.
M

Proposition 11.4.1 Assume that M is an odd-dimensional manifold. Let A €
Cﬁz;kl)(M, E). Then res, ;(A) vanishes forl =0, ..., k; hence

res;(A) := / res, j(A)(x,&)dx =0
M

and
rmmzf(/ qummgm&)W=mwm=a
m \Js:m

Proof Let A € CE(*’_kl)(M , E) be an odd-class operator, so its symbol verifies
0_ni(A)x, =&) = (—1)'0_,;(A)(x, &). The dimension of M is odd, and we
integrate over the unit sphere S;M the odd function o_, ;(A)(x, §). The results
follow. ]

Given an admissible operator Q € C{(M, E) with positive order g and spectral
cut o, and given A € C{(M, E), the map z — TR (A Q(;z) is meromorphic with
simple poles, and the Q-weighted trace of A is defined by

t2(A) :=fp._ TR (A 0,7,

where fp__, denotes the constant term in the Laurent expansion. This definition
of O-weighted trace is extended in [D] to logarithms of elliptic admissible ¥ DOs
by picking out the constant term of the meromorphic map z — TR(log, A 07%)
(which can have double poles).

Let us recall a result which extends results of [PS] to the log-polyhomogeneous
case (this is unpublished work by the authors of [PS], which can be found in [P]).
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Theorem 11.4.2 Let A(z) € C*@%(M, E) be a holomorphic family of log-
polyhomogeneous operators parametrized by z € Q, a domain of C. Then for
any zo € Q such that a'(zg) # 0 we have

l+1

T )),Hresx,z(A(’“)(zO))) :

fp._., TR(A(2)) = / dx (TR (A(zo)) + Z

Applying this theorem to A(z) = AQ,*, where A € C{**(M, E), Q is admis-
sible with Agmon angle o, z = 0, and A(0) = A, we obtain the following formula
for the weighted trace of a log-polyhomogeneous operator [PS]:

trg(A)Z/ dx (TR (A)+Z )leesx;(A(loga Q)”])>. (11.5)

Remark 11.4.3 If A is a classical pseudodifferential operator, (11.5) gives back
the formula

tr2(A) = / dx (TRX(A) - lresx(A log, Q)> :
M q

Kontsevich and Vishik observed in [KV] that in odd dimensions, the weighted
trace tr?(A) is independent of the choice of the even-order odd-class weight Q
whenever A lies in the odd-class. Alternatively, on the basis of defect formulae in
[PS] one can show that the canonical trace TR extends to odd-class operators in
odd dimensions ([PS, Corollary 2.7]; see also [P]); it was actually shown in [MSS]
that it is the unique extension to odd-class operators of the ordinary L trace. The
following theorem extends some of these facts to log-polyhomogeneous operators.

Theorem 11.4.4 Assume that the dimension of M is odd. Let A(z) € CL*9*(M, E)
be a holomorphic family of log-polyhomogeneous operators with o’ (0) #£ 0 such
that A(0) = A andVj > 0, AY(0) lies in the odd class. Then:

(i) TR, (A)dx = <JLT;M try (0 (A)(x, &)) JE) dx defines a global density on M, so that

TR(A) = [, TR.(A)dx is well defined.
(ii) fp,_oTR(A(z)) = lim,.o TR(A(z)) = TR(A).

Proof Following the line of proof of Theorem 3 of [P], let us assume that A(z) €
Ce¥D* (M, E). We know that Vj > 0, AY)(0) lie in the odd class. Thus, using
Proposition 11.4.1, we get res, ; (A(/)(O)) = 0. Hence, applying Theorem 11.4.2,
TR.(A)dx = ( fT:M try (0 (A)(x, §)) d€)dx defines a global density on M, so that

TR(A) = [, TR, (A)dx is well defined, and the rest follows. O
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Example 11.4.5 Let A, Q € C{(M, E) be odd-class operators such that Q is
admissible with positive order ¢ and Agmon angles « and o — gz. The holo-
morphic family
05+ Qa—gn

2
verify A(0) = A, and for/ > 1 we have AD(0) = A(log¥™ Q). In odd dimension,
A(z) fulfills the theorem, so

ot Qayn
prZOTR(AQ"fq> = TR(A).

A(z)=A

We recover the known fact [PS] that TR is cyclic on the algebra of odd-class
log-polyhomogeneous operators.

Corollary 11.4.6 Assume that the dimension of M is odd. For any odd-class oper-
ators A, B € CZ{;*I)(M, E),

TR[A, B] = 0.

Proof This follows from applying Theorem 11.4.4 to the family A(z) =
[AQ;, BQ;] with Q an odd-class admissible operator with even order ¢ and
Agmon angle 6. n

11.5 The symmetrized canonical determinant

Inspired by Braverman [B], who introduced a symmetrized determinant using sym-
metrized regularized traces, we define a symmetrized determinant which involves
the canonical trace and symmetrized logarithms.

Definition 11.5.1 Suppose that M is an odd-dimensional manifold. Let A be an
odd-class admissible operator with nonnegative order a which admits Agmon
angles 6 and 8 — am. A determinant associated to TR is defined by setting

DET,; ™ (A) := exp (TR(log,”" A)) . (11.6)

Remark 11.5.2 If A has even order, then DET,) " coincides with the determinant
defined in [PS], which in turn coincides with the ¢-determinant:

log DET;™(A) = log det; 4(A) = TR(log, A).

Indeed, logzym A =log, A —ikmI. Using Corollary 11.3.2 and Proposition 11.4.1,
we get trj (logzym A) = trj}(log, A). The result follows on applying Theorem 11.4.4.

Proposition 11.5.3 Under the assumptions of Definition 11.5.1, DET‘;ym(A) coin-
cides with the symmetrized determinant introduced in [B]:

Det;YmA = exp(%Trsym (logg A +logy . A)) — exp(Trsym (logzym A)) ’
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where TrY™ A := Tr¢ V™A = 1 (uA + tr A). Here Q is any odd-class admis-

o—qm
sible operator with positive order q and Agmon angles o, o — qm.

Proof It is easy to see that TR(log,”™ A) = Tr¥™(log; ™ A) by applying Theorem
11.4.4 to the family A(z) = %(log;ym A)AG + A0 O

0—am

Remark 11.5.4 It is well known that the ¢-determinant generally depends on the
choice of spectral cut. However, it is invariant under mild changes of spectral cut
in the following sense: if 0 < 6 < ¢ < 27 are two Agmon angles for A and if the
cone Agg:={pe'’, co>p>r, 6 <t < ¢} contains only a finite number of
eigenvalues of A, then det; y(A) = det; 4(A). If the order of A is even, then by
Remark 11.5.2, DETZym(A) = det; ¢(A), and hence the same property holds for the
symmetrized determinant. As already remarked by Braverman, if the order of A is
odd, that is no longer the case, for it might happen that there are infinitely many
eigenvalues of A in the cone Ay_,r ¢—ar. Nevertheless, we have the following
proposition, proved in [B]:

Proposition 11.5.5 Let M be an odd-dimensional manifold, and let A be an odd-
class admissible operator with odd positive order a which admits Agmon angles
0,60 —mand ¢, ¢ — . Suppose that 0 < ¢ — 6 < m. In the cases

(i) only a finite number of eigenvalues of A lie in Ag g U Ag_z ¢—x,
(ii) all but finitely many eigenvalues of A lie in Ag g U Ng_z ¢—x,

we have
DET;"(A) = £DET};"(A).

From the traciality of TR on odd-class operator in odd dimensions, we infer the
following multiplicative property.

Proposition 11.5.6 Suppose that M is an odd-dimensional manifold. Let A be
an odd-class admissible operator with positive order a and Agmon angles 0 and
0 — am, and let B be an odd-class admissible operator with positive order b and
Agmon angles ¢ and ¢ — bmw such that AB is also admissible with Agmon angles
Y and ¢ — (a + b)w. If [A, B] = 0 then

DET)"(AB) = DET;"(A) DET;"(B).

This result generalizes to noncommuting operators, as was shown by Braverman
[B] using, under suitable assumptions, the formula for the multiplicative anomaly
established by Okikiolu [O]. For this, we first recall the following definition taken
from [B].

Definition 11.5.7 Let 6 be a principal angle for an operator A € C¢{_;(M, E). An
Agmon angle ¢ > 0 is sufficiently close to 0 if there are no eigenvalues of A in
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the cones A, ¢) and Ag—_an.4—ax1- We shall denote by logz A, logSym A, DETSymA
the corresponding numbers obtained using an Agmon angle sufﬁc1ently close to 0.
Clearly, those numbers are independent of the choice of 6.

Here, I give an alternative short proof of the multiplicativity of DET®™ using
the cyclicity of the canonical trace on odd-class operators in odd dimensions.

Proposition 11.5.8 Let M be an odd-dimensional manifold. Suppose that A is
an odd-class admissible operator with positive order a and Agmon angles 6 and
6 —am, and that B is an odd-class admissible operator with positive order b
and Agmon angles ¢ and ¢ — br. Let us assume that for each t € [0, 1], A} B has
principal angle (1), where t — r(t) is continuous. Set ¥ (0) = ¢ and (1) = .
Then for 1’; an angle sufficiently close to \r,

DEngm(AB) = DET}"(A) DET,"(B).

Proof For a fixed ¢, the operator A}, B is classical with order ar + b, and it is easy
to prove that logfz(r?)(AgB) is an odd-class operator. Let us set log M¥™(AL, B) :=
log DET}) (A} B)— log DET " (A})) — log DET,™ (B). Following arguments sim-
ilar to Okiliolu’s (see [O]), we build a finite partition Ule Ji of [0, 1] in such a
way that we can choose on each of the intervals J; a common fixed Agmon angle
t;k of A}, B sufficiently close to y(¢) when ¢ varies in J;, and we set m = at + b.
We want to show that for all ¢ € [0, 1], % (log /\/lsym(A;, B)) =0, i.e., for all
T € [0, 1],

4| _, (log MY™(AF™™, B)) = 0.

Let us start by proving the result at T = 0. In practice we work on each of the
Ji with the Agmon angle wk, to simplify notation, we just write w instead of Wk
We have

2] (log MY (A}, B))
_ TR(logSym(A’B) — logl™(A!) — logsym(B))
= 1TR[(A’B)I/,(A’B)~ + (Af ;nB)w ma (AY_ar ),,:,l]llzo
— STR[ Ao AY); "+ (Ao o-an (A )i | =0,

where we have used the formula % logC; = fol(Cl)*I*A(Ct)(C,)A d) combined
with the traciality of TR in the second identity." Now, replacing B by A;B

! Interchanging the trace TR and the differentiation is justified in [Ou].
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yields % -0 (log MYM(AL, AgB)) = 0. An easy computation shows that
log M¥™ (AT, B) — log M™™(A},, A} B)

= TR(— log™ (A7) — log2™ B — logsym(AgB)) .

v v
Because the r.h.s. of the previous equation in independent of ¢, it follows that for
all T € [0, 1], 4£],_, (log M¥™(A;*™, B)) = 0. O
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Some remarks about cosymplectic metrics
on maximal flag manifolds

MARLIO PAREDES AND SOFIA PINZON*

Abstract

In this chapter we provide some differential-type conditions for the Borel met-
rics on a maximal flag manifold to be cosymplectic. These conditions are
obtained using the formula to calculate the codifferential of the Kdhler form
on a maximal flag manifold derived by the authors in a yet unpublished paper.

12.1 Introduction
This work deals with the maximal complex flag manifold

U(n)
U(l) x---x U

F(n) =

The geometry of this manifold has been studied in several papers. Burstall and
Salamon [5] showed the existence of a bijective relation between almost complex
structures on F(n) and tournaments with n vertices. Mo and Negreiros [16], by
using moving frames and tournaments, showed explicitly the existence of an n-
dimensional family of invariant (1, 2)-symplectic metrics on F(7). In [19], the first
author proved the existence of several families of (1, 2)-symplectic metrics on F(n);
see too [18] and [20].

The main motivation to study (1, 2)-symplectic and cosymplectic metrics is the
construction of harmonic maps using a known result due to Lichnerowicz [13]: let
(M, g, Jy) and (N, h, J,) be almost Hermitian manifolds with M cosymplectic and
N (1, 2)-symplectic; then any -holomorphic map ¢ : (M, g, J;) — (N, h, J») is
harmonic.

* We would like to thank Professor David Colén Arroyo for his help reviewing the English language in this
work.
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Cohen, Negreiros and San Martin in [9] proved that F(n) admits a (1, 2)-
symplectic invariant metric if and only if the tournament associated to the almost
complex structure is cone-free. This result was improved in [10] using local tran-
sitivity of the associated tournament.

Mo and Negreiros [16], using the moving frames technique, found a formula
to calculate the differential of the Kahler form. In [21], the authors used a similar
method to obtain a formula to calculate the codifferential of the Kahler form.

In the present work, we use the formula for the codifferential of the Kahler form
to show that the Borel metrics (see [1-3]) on flag manifolds are cosymplectic if
and only if they satisfy a system of partial differential equations.

12.2 Maximal flag manifolds

The classical maximal flag manifold is defined by
F(n) ={(Liy,...,L,): Liisasubspace of C",dimcL; =1,L; L L;}. (12.1)

The unitary group U (n) acts transitively on [F(n), turning this manifold into the
homogeneous space

U(n) U
U xU)x---xUl) T

F(n) = , (12.2)
where T = U(1) x U(1) x --- x U(1) is any maximal torus of U (n).

Let p be the tangent space of F(n) at the point (7). It is known that u(n), the Lie
algebra of skew-Hermitian matrices, decomposes as

un)=poul)d---du),

where p C u(n) is the subspace of zero-diagonal matrices.

In order to define any tensor on F(n) it is sufficient to give it on p, because the
action of U (n) on [F(n) is transitive. An invariant almost complex structure on [F(7)
is determined by a linear map J: p — p such that J> = —I, and commutes with
the adjoint representation of the torus 7" on p.

For each almost complex structure we assign a directed graph. A tournament,
or n-tournament, 7 consists of a finite set T = {py, ..., p,} of n players together
with a dominance relation, —, which assigns to every pair of players a winner, that
is, pj — pjor p; — p;. Atournament 7 can be represented by a directed graph in
which T is the set of vertices and any two vertices are joined by an oriented edge.
If the dominance relation is transitive, then the tournament is called transitive. For
a complete reference on tournaments see [15].
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Given an invariant complex structure J, we define the associated tournament
7 (J) in the following way: if J(a;;) = (alfj), then 7 (J) is such that fori < j

<i—>j & a,{j=*/—laij> or (i —j & al{j=— —laij>§

see [16].

We consider C" equipped with the standard Hermitian inner product, that is, for
V=(i...,v)and W = (wy,...,w,) in C", we have (V, W) =>""_, v;u.
We use the convention v; = v; and f;; = ij

A frame consists of an ordered set of n vectors (Zy,...,Z,), such that
ZyA---ANZ, #0, and it is called unitary if (Z;, Z;) = §;;. The set of unitary
frames can be identified with the unitary group U (n).

If we write dZ; = 3, w;;Z;, the coefficients w;; are the Maurer—Cartan forms
of the unitary group U(n). They are skew-Hermitian, that is, w;; + w;; = 0. For
more details see [7].

We may define all left-invariant metrics on (F(n), J) by (see [1] or [17])

dS/2\ = Z)Wa)ij— ® a);j, (123)
iJ

where A = (;;) is a symmetric real matrix such that

)"ij >0 if i 75 j,
124
{Ai,:o it 0=, (124
and the Maurer—Cartan forms w; ; are such that
1,0 . TU) .
w;j € CV7 (forms of type (1,0)) <= i —> j. (12.5)

The metrics (12.3) are called Borel type, and they are almost Hermitian for
every invariant almost complex structure J, that is, ds3(J X, JY) = ds3(X, Y)
for all tangent vectors X, Y. When J is integrable, dsf\ is said to be Hermitian.

Let J be an invariant almost complex structure on F(n), 7 (J) the associated
tournament, and ds3 an invariant metric. The Kihler form with respect to J and
ds? is defined by

QX,Y)=dsi(X,JY), (12.6)

for any tangent vectors X, Y. For each permutation ¢ of n elements, the Kahler
form can be written as follows (see [16]):

Q=-2V-1 Z Moo (NP (o) N Paio () (12.7)

i<j
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where 1o (i)o(j) = Eo(iro(jrotiro(j) and

1 if o@)— o()),
gj=1—1 if o(j)— o(i),
0 if o@)=oa()).

F(n) is said to be almost Kahler if and only if 2 is closed, that is, d2 = 0. If J
is integrable and €2 is closed, then [F(n) is said to be a Kahler manifold.
Mo and Negreiros proved in [16] that

d2=4 Z Coiro(jyot) Yo (iro(j)o k) (12.8)
i<j<k
where
Cijk = Wij — Wik + I jk (12.9)
and
Wik = Im(w;; A o A ;). (12.10)

We denote by C?4 the space of forms of type (p, ¢) on F(n). Then, forany i, j, k,
we have either U, ;x € C** & C* or ¥;;, € C'? @ C*!. Aninvariant almost Her-
mitian metric ds3 is said to be (1, 2)-symplectic if and only if (d)!? = 0. If
82 = 0 (the codifferential of the Kahler form is zero), then the metric is said to be
cosymplectic.

Given a tournament 7, we define a winner in 7 as the unique vertex that wins
against all the other vertices, and a loser in 7 as the unique vertex that loses to all
the other vertices. Not every tournament has a winner or a loser; however, when a
winner or a loser exists, it is not part of any cycle.

Up to isomorphism, there are four distinct 4-tournaments. The two that contain
a single 3-cycle are called coned 3-cycles. Each of them contains a cycle and a
winner or a loser. An n-tournament 7 is called cone-free if each 4-subtournament
of 7 is not a coned 3-cycle.

The following theorem, due to Cohen, Negreiros and San Martin [9], classifies
the (1, 2)-symplectic metrics on F(n).

Theorem 12.2.1 Let (F(n), J, dslz\) be the maximal flag manifold. The metric dsjz\
is (1, 2)-symplectic if and only if the associated tournament T (J) is cone-free.

Another way to see the cone-free tournaments is their local transitivity. Given a
tournament 7 and a vertex v € 7, we define the following subtournaments:

T W={xeT:x—v} and T W) ={xeT:v— x}, (12.11)
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which are called the in-neighbor and the out-neighbor of v, respectively. 7 is called
locally transitive if and only if the subtournaments 7 ~(v) and 7 *(v) are transitive
for each vertex v (see [4]). The following proposition was proved in [10].

Proposition 12.2.2 A tournament T is cone-free if and only if it is locally transitive.

This proposition implies the following theorem, which is equivalent to
Theorem 12.2.1.

Theorem 12.2.3 Let (F(n), J, dslz\) be the maximal flag manifold. The metric dslz\ is
(1, 2)-symplectic if and only if the associated tournament T (J) is locally transitive.

The proof of this theorem is more direct than that of the last one (Theorem
12.2.1), because the local transitivity concept is more natural than the cone-free
concept. In addition, the local transitivity concept can be generalized to directed
graphs associated to f-structures (see [22,24]). In [8], Theorem 12.2.3 was gener-
alized to f-structures using local transitivity. References [6] and [14] are important
for future developments on the subject of this chapter.

12.3 Cosymplectic metrics on F(n)

We are interested in studying cosymplectic metrics on F(n). San Martin and
Negreiros [23, Proposition 7.3] proved that the metrics ds% in the last theorem
are also cosymplectic. In fact, they proved that every invariant metric ds% on F(n)
is cosymplectic.

The condition for ds3 to be cosymplectic is that the codifferential of the
Kahler form §€2 is zero. However, San Martin and Negreiros did not calculate
this codifferential, because they used another equivalent condition due to Gray and
Hervella [11]. Here we use an explicit formula to calculate this codifferential; see
Theorem 12.3.1.

Remember that, up to isomorphisms, the Kahler form can be written in the
following way:

Q=-2+-1 Zﬂijwij/\afij’

i<j
where Mij :8[j)u,'j and
1 if i—j,
Eij = —1 if ] — i,

0 if i=j.
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Following the book by Griffiths and Harris [12], because w,; € C"0 we can
write

w5=Y  fldzy, (12.12)
k

where f,fj are complex functions. Then, applying conjugation, we have

and

k.l

So the Kahler form can be written in the following way:

Q=-2/-1) (Z f,jfﬁdzk A le> . (12.13)
k,l

i<j

Using the definition of the codifferential and the definition of the Hodge star
operator in [12], we can prove the following result:

Theorem 12.3.1 The codifferential of the Kdhler form is given by

o) (1)
§Q =21 py Y ——Fdy - —Cdh . (1214)

i<j k.l 02 Zk
The proof of this theorem is included in the unpublished paper cited in the
introduction. This theorem provides us the following result

Proposition 12.3.2 A metric on (F(n), J) is cosymplectic if and only if the functions
1 in the Kdhler form satisfy the equation

9 fijfij 9 fijfij
D> <§Z7> dz — <3kaT> dz, § =o. (12.15)

i<j k,l
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Expanding the sums over k and [ in (12.14) and reordering, we obtain

e7), (e7
5Q = —22+2NJ?12/L1_/ Z dzi — dz

0z 0Zx

i<j k,l

() o(7)
=722+2N\/—71 Z}L,‘j —_— —— | dzn

4+
— 071 aZN
l<]
7))
|t [ da
d (f;'v" ff") 9 (f}'v" fi}")
.. d
+ 0 + + din ZN
(7))
_ . dzr
;MU 3H + + dﬁ 21

@), ATH)
+ e M =l K FS IS
d (f;{ i )

3(]‘7“}{)
+...+7

+ — —
971 ozZn

dzy

Then a metric on (F(n), J) is cosymplectic if and only if the functions fkij in the
Kahler form satisfy the following system of partial differential equations:

T ()
ZMU — 4.4+ =~ ‘7| =0, k=1,...,N, (12.16)
0z dzn

i<j

(7))
Zﬂij S~ 44+ — 7| =0, k=1,...,N. (12.17)
Py 07 0Zn

Actually, the equation (12.17) is the conjugate of the equation (12.16); thus we
have the following result.

Proposition 12.3.3 A metric on (F(n), J) is cosymplectic if and only if the
functions fk” in the Kdahler form satisfy the system of partial differential
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equations
<11fz]) 8<li Jl\/])
ZMU —_|_..._|_— =0, k=1,...,N. (12.18)
l<j BZN

Now, we can write the equation (12.14) in the following way:

(a(ﬁ”.{j)ijJra(Z"fﬁ )d

9z, zy

NI o (7
_Z( = )_|_...+(82N))dzk}
242N N i DT
EEN=YY on (A7) oz = (X0 5z (747 ez ) -
£ oz .

i<j k=1 I=1

N
8Q = =221 Y "y HZ

i<j

Because z — 7 = 24/—1 Imz for every complex number z, then

N

Q=22 /TY 3 {2«/—_1 Im(Z a% ( k’?) dzk>}

i<j k=1 =1

N e
— 73+2N Zﬂij {Z Im(%( kijflu) de)}

i<j =

N imrere
— 23+2N1p Zﬂij (Z (aiZl ( kijfll]) de))

i<j =

Then, we have the following proposition, equivalent to Propositions 12.3.2 and
12.3.3.

Proposition 12.3.4 A metric on (F(n), J) is cosymplectic if and only if the functions
1! in the Kdhler form satisfy the equation

Im ZM”(Z ( z[( ﬁf)dzk)) = 0. (12.19)

1<j

We can write this equation in real coordinates using the complex operators

d 1/ 0 ad ] 1
S Yy pia = +/—1—
0z; 2 (8)6,’ 8)’:) 07; 2 <8xl 8yz)



402 Marlio Paredes and Sofia Pinzon

and the complex differential forms

dzi:dxi—i—\/—] dyi7 dzi:d-xi_ V_l dyl

We have
) <f]:./' fzij) 5 (fﬁj f/")
dzx — — dz,
0z k 0Zx !
(UT) D),
= - -1 (dxx ++/—1dyx)
2 ax; ay;
(D) D),
5| —t+tv-l———|dx—~—1dy),
2 Xy oYk
(e () e (ww) o(#7) e (aA)
= - d dy, V=1 dyi — d
3 o Xk + Ay, Vi | + ax Yk By, Xk
. p] (f/é/ f[l!) p] (f]i/ f[”) 9 <fkl/ f[‘./) 9 <fk’1 fl'./)
—= dx, d V=1 dx; —
2 Ik T ot e ! F
[[7), 7)) (), )
= - dy — d dyy — d
2 0x; Yk Xk o I ay; vk AV i
(7)) a(iw) Y (o) e(w)
+— - dyx — - dx | + - dyr — - dxg
2 ax; Ayx Xk ay;

Thus a metric on (F(n), J) is cosymplectic if and only if the functions fki
Kahler form satisfy the following equations:
(¢), T

7)., )
dx; — dx;

J dye — d
Z wii ) 2 dx; dxk - v yk yk Y
i<j k.l
o(W057) () o(wa7) o ()
Doy o dyx — oo dx; | + ot dy - oy doxg
i<j Kl ’

dys

7 in the

(12.21)

These sums are calculated over all k£ and /; therefore the left side of the equation

(12.20) vanishes. So, we have the following result.
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Proposition 12.3.5 A metric on (F(n), J) is cosymplectic if and only if the functions
1 in the Kdhler form satisfy the following equation:

), o)
domiiiy dyx — dx;

i<j

(1]

[11]
[12]
[13]
[14]
[15]
[16]
[17]

(18]

o(#77)  a(#)
dy; — dx =0.
o o A R T o ¢

k.l
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Heisenberg modules over real multiplication
noncommutative tori and related algebraic structures

JORGE PLAZASY

Abstract

I review some aspects of the theory of noncommutative two-tori with real mul-
tiplication, focusing on the role played by Heisenberg groups in the definition
of algebraic structures associated to these noncommutative spaces.

13.1 Introduction

Noncommutative tori have played a central role in noncommutative geometry
since the early stages of the theory. They arise naturally in various contexts and
have provided a good testing ground for many of the techniques from which
noncommutative geometry has developed [1, 14]. Noncommutative tori are defined
in terms of their algebras of functions. The study of projective modules over these
algebras and the corresponding theory of Morita equivalences leads to the existence
of a class of noncommutative tori related to real quadratic extensions of QQ. These
real multiplication noncommutative tori are conjectured to provide the correct
geometric setting under which to attack the explicit class field theory problem
for real quadratic fields [7]. The right understanding of the algebraic structures
underlying these spaces is important for these applications.

The study of connections on vector bundles over noncommutative tori gives
rise to a rich theory, which has been recast recently in the context of complex
algebraic geometry [1, 3,5, 11,12, 16]. The study of categories of holomorphic
bundles has thrown light on some algebraic structures related to real multiplication
noncommutative tori [9, 10, 18]. Some of these results arise in a natural way from
the interplay between Heisenberg groups and noncommutative tori.

* I want to thank the organizers of the 2007 summer school “Geometric and topological methods for quantum
field theory” and I.LH.E.S. for their support and hospitality. This work was supported in part by ANR-Galois
grant NT05-2 44266.
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13.2 Noncommutative tori and their morphisms

In many situations arising in various geometric settings it is possible to character-
ize spaces and some of their structural properties in terms of appropriate rings of
functions. One instance of this duality is provided by Gelfand’s theorem, which
identifies the category of locally compact Hausdorff topological spaces with the cat-
egory commutative C*-algebras. This correspondence assigns to a space X the com-
mutative algebra Co(X) consisting of complex-valued continuous functions on X
vanishing at infinity. Topological invariants of the space X can be obtained by the
corresponding invariants of Cy(X) defined in the context of C*-algebras. If X is a
smooth manifold, the smooth structure on X singles out the *-subalgebra C°(X)
consisting of smooth elements of Cy(X). Considering the space X in the framework
of differential topology leads to structures defined in terms of the algebra C°(X).

Various geometric notions which can be defined in terms of rings of functions on
a space do not depend on the fact that the rings under consideration are commuta-
tive, and can therefore be extended in order to consider noncommutative rings and
algebras. In noncommutative geometry, spaces are defined in terms of their rings of
functions, which are noncommutative analogs of commutative rings of functions.
This passage is far from being just a translation of classical ideas to a noncommuta-
tive setting. Many extremely rich new phenomena arise in this context (see [2]). The
noncommutative setting also enriches the classical picture in that noncommutative
rings may arise in a natural way from classical geometric considerations.

We will be considering noncommutative analogs of the two-torus T? = S! x
S!. The reader may consult [1,2,4,6,7, 14, 15] for the proofs of the results on
noncommutative tori mentioned in this section.

13.2.1 The C*-algebra Ay

Under the Gelfand correspondence, compact spaces correspond to commutative
unital C*-algebras and T? is dual to C(T?). At a topological level a noncommutative
two-torus is defined in terms of a unital noncommutative C*-algebra, which plays
the role of its algebra of continuous functions.

Given 0 € R, let Ay be the universal C*-algebra generated by two unitaries U
and V subject to the relation

UV =e™vu.
Then:

(i) If6 € Z, the algebra Ay is isomorphic to C(T?).
(i) If 6 € Q, the algebra Ay is isomorphic to the algebra of global sections of the endo-
morphism bundle of a complex vector bundle over T?.
(iii) If6 € R\ Q, the algebra Ay is a simple C*-algebra.
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For irrational values of 8 we will refer to Ay as the algebra of continuous functions
on the noncommutative torus T3. Thus, as a topological space the noncommutative
torus T? is defined as the dual object of C(T3) := Ay.
There is a natural continuous action of the compact group T2 on the algebra Ay.
This action can be given in terms of the generators U and V by
a,(U) = U,
ay(V) = 2Ty,
where ¢ = (¢1, ¢2) € T
One of the main structural properties of the algebra Ay is the existence of a

canonical trace whose value at each element is given by the average over T? of that
action.

Theorem 13.2.1 Let 6 be an irrational number. Then there exist a unique normal-
ized trace

x:Ag > C
invariant under the action of T?.

For the remaining part of the chapter 8 will denote an irrational number. Also,
for any complex number z € C we will use the notation

e(z) = exp(miz), €(z) = exp(—2m12).

13.2.2 Smooth elements
The action of T? on Ay induces a smooth structure on the noncommutative torus
T(%. An element a € Ay is called smooth if the map
Tz — Ag,
@ —> aya)
is smooth. The set of smooth elements of Ay is a dense *-subalgebra, which we
denote by Ay. Elements in this subalgebra should be thought of as smooth functions

on the noncommutative torus ']I%; thus we take C OO('JI%) := Ajy. The algebra Ay can
be characterized in the following way:

Ay = { Z an,mUan € Ay | {an,m} € S(ZZ)}’

n,me”z
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where S(Z?) denotes the space of sequences of rapid decay in Z2. In the algebra
Ay the trace x is given by

X (Z an,mUan> = ap,0-

The Lie algebra L = R? of T? acts on Ay by derivations. A basis for this action
is given by the derivations

si(U) =2mU, 8§,(V)=0,
(U)=0, 8(V)=2m1V.

A complex parameter 7 € C \ R induces a complex structure on L = R? given
by the isomorphism

R? — C,
x = (X1, X)) —> X = 1x1 + X2.
The corresponding complex structure on Ay is given by the derivation

(ST = ‘L’51 + 32.

13.2.3 Vector bundles and K -theory

If X is a smooth compact manifold, the space of smooth sections of a vector bundle
over X is a finite-type projective module over C*°(X), and any such module arises
in this way. In our setting, finite-type projective right .45-modules will play the role
of vector bundles over the noncommutative torus Tg.

As before, we denote by L = R? the Lie algebra of T? acting as an algebra of
derivations on Ay. If P is a finite-type projective right Ag-module, a connection
on P is given by an operator

V:P—>PQL"
such that
Vx(a) = Vx()a+&dxa
forall X € L,& € P and a € Ay. The connection V is determined the operators
Vi:P— P, i=1,2,

giving its values on the basis elements &1, §, of L.
The K group of Ay is by definition the enveloping group of the abelian semi-
group given by isomorphism classes of finite-type projective right Ag-modules
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together with the direct sum. The trace x extends to an injective morphism
rk : Ko(Ap) > R
whose image is

I'y=7Z®0Z.

13.2.4 Morphisms of noncommutative tori

Because noncommutative tori are defined in terms of their function algebras, one
should expect a morphism 'Jl‘é — Tﬁ, between two noncommutative tori ']I‘g and Tg,
to be given by a morphism Ay — Ay of the corresponding algebras of functions.
It turns out that algebra morphisms are in general insufficient to describe the type
of situations arising in noncommutative geometry. The right notion of morphisms
in our setting is given by Morita equivalences. A Morita equivalence between Ay
and Ay is given by the isomorphism class of an Ay—A4y bimodule E which is
projective and of finite type both as a left .Ay-module and as a right .4,-module.
If such bimodule exists, we say that Ay and Ay are Morita equivalent. We can
consider a Morita equivalence between 4y and Ay as a morphism between Ay
and Ay inducing a morphism between Tg and "JI%,. Composition of morphisms is
provided by the tensor product of modules.
Let SLy(Z) act on R \ Q by fractional linear transformations, i.e., given

g = (ﬁ Z) € SLZ), 6eR\Q

we take
_atl+b
0 +d
Morita equivalences between noncommutative tori are characterized by the fol-
lowing result:

Theorem 13.2.2 (Rieffel [13]) Let 6’, 6 € R\ Q. Then the algebras Ay and Ay
are Morita equivalent if and only if there exists a matrix g € SLy(Z) such that
0’ = g6.

g0

In Section 13.4 we will construct explicit bimodules realizing this equivalences.
In what follows, whenever we refer to a right Ag-module (left Ay -module, Ag—Ay
bimodule), we mean a projective and finite-type right .4y-module (left Ag-module,
Ay —Ay bimodule)

Given a irrational number 6, an Ag—Ay; bimodule E induces Morita
self-equivalences of Ay. We denote by Endy,ia(Ag) the group of Morita self-
equivalences of Ay. For example, given any positive integer 7, the free bimodule
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Aj induces a Morita self-equivalence of .4y. A Morita self-equivalence defined via
a free module is called a trivial Morita self-equivalence.

A Morita self-equivalence of 4,y given by an Ay—A4y bimodule E defines an
endomorphism of K((Ap) via

¢ [Pl [P ®4, E]

for P a right projective finite-rank 4y module and [P] € Ky(Ay) its K-theory
class.

Via the map rk, the endomorphism ¢,; becomes multiplication by a real number.
Thus we get a map

¢ : EndMorita(AG) - {Ol eR | Ong C FG}-

This map turns out to be surjective.
We can summarize the situation as follows (see [7]):

Theorem 13.2.3 Let0 € R be irrational. The following conditions are equivalent:

* Ay has nontrivial Morita autoequivalences.

* ¢(EndM0rita(A«9)) # Z.

* There exists a matrix g € SLy(Z) such that
0 = gb.
* 0 is a real quadratic irrationality:
[Q®) : Q] = 2.

If any of these equivalent conditions holds, we say that the noncommutative torus
T7 with algebra of smooth functions Ay is a real multiplication noncommutative
torus. If Tg is a real multiplication noncommutative torus, then

P(Endpor(Ag)) = {a € R|aly C '}
=Z+ O,

where f > 1 is an integer and O is the ring of integers of the real quadratic field
k = Q(0).

These results should be compared with the analogous results for elliptic curves
leading to the theory of complex multiplication. The strong analogy suggests that
noncommutative tori may play a role in number theory similar to the role played
by elliptic curves. In particular, noncommutative tori with real multiplication could
give the right geometric framework to attack the explicit class field theory problem
for real quadratic fields (see [7]).
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Let T € C\ R. Consider the lattice A, = Z @ tZ and the elliptic curve
X, =C/A..
The following conditions are equivalent:

* End(X,) # Z.
* 7 generates a quadratic extension:

[Q(7): Q] =2.
In this case we have
End(X;)={a e ClaA; C A;}
=Z+ fO.

where f > 1 is an integer and Oy is the ring of integers of the imaginary quadratic
field k = Q(7).

13.3 Heisenberg groups and their representations

Various aspects of the theory of representations of Heisenberg groups arise naturally
when considering geometric constructions associated to noncommutative tori. This
fact gives relations between noncommutative tori and elliptic curves through theta
functions and plays a useful role in the study of the arithmetic nature of related
algebraic structures. In this section I sketch the parts of the theory of Heisenberg
groups that are relevant in order to describe these results. I follow Mumford’s Tata
lectures [8], which I also recommend as a reference for the material in this section.
Let G be a locally compact group lying in a central extension:

l1-C - G—>K — 0,

where C7 is the group of complex numbers of modulus 1, and K is alocally compact
abelian group. Assume that the exact sequence splits, so as aset G = C] x K and
the group structure is given by

A, ), y) = (Apg(x, y), x +y),

where ¢ : K x K — Cj is a two-cocycle in K with values in C}. The cocycle ¥
induces a skew multiplicative pairing

e: K x K — C7,

Y(x,y)

NG
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This pairing defines a group morphism ¢ : K — K from K to its Pontrjagin dual

given by ¢(x)(y) = e(x, y).

Definition 13.3.1 If ¢ is a isomorphism, we say that G is a Heisenberg group.
For a Heisenberg group G lying in a central extension we use the notation

G = Heis(K). The main theorem about the representation of Heisenberg groups

states that groups of this kind admit a unique normalized irreducible representation

which can be realized in terms of a maximal isotropic subgroup of K. A subgroup

H of K is called isotropic if e|yxy = 1; this is equivalent to the existence of a
section of G over H:

o: K — G,
x —> (x(x), x).
We say that a subgroup H of K is maximal isotropic if it is maximal with this

property. A subgroup H of K is maximal isotropic if and only if H = H*, where
for S C H we have

St={xeK|elx,y)=1forall y € S}.

Theorem 13.3.2 (Stone, von Neumann, Mackey) Let G be a Heisenberg group.
Then:

* G has a unique irreducible unitary representation in which C acts by multiples of the
identity.

* Given a maximal isotropic subgroup H C K and a splitting o as described in the
preceding, let H = Hpy be the space of measurable functions f : K — C satisfying
(i) f(x+h)=oa()yh,x)"" f(x)forallh € H,

(ii) fK/H|f(x)|2dx < oo.
Then G acts on 'H by
Uy f(x) =2y (x, y) f(x + y),

and 'H is an irreducible unitary representation of G.

We call such representation a Heisenberg representation of G. The following
theorem will be useful later:

Theorem 13.3.3 Given two Heisenberg groups
1> C - G —-K; — 0, i=1,2,
with Heisenberg representations H, and H,, then
1 - Ci - G xG/{0, A HreCl}— K| x Ky — 0

is a Heisenberg group, and its Heisenberg representation is H; & Ho.
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13.3.1 Real Heisenberg groups

Let K = IR?, and let & be a positive real number. We endow G = K x C} with the
structure of a Heisenberg group defined by the cocycle v and the pairing e given
by
1 (e y2 — yix2)
Y(x,y)=e (—— ;
€ 2

1
e(x,y)=¢€ (g(h)’z - )’1X2)) ,

where x = (x1, x2), y = (31, y2) € K.

If we choose as maximal isotropic subgroup H = {x = (x1, x2) € K | x, = 0},
then the values of the functions in the corresponding Heisenberg representation
(Theorem 13.3.2) are determined by their values on {x = (x1, x2) € K | x; = 0},
and we may identify the space Hy with L*(R). The action of G is given by

1
Upp f(x) = e (g (2 + %)) fGx )

for (A, y) = (A, (y1, y2)) € G and f € L*(R). In particular we have
Ua,gron f(x) = fx + y),

1
Ua.0ynfx)=e (gxyz) fx).

We will denote this Heisenberg representation by H,.
Forany X € Lie(G) and any Heisenberg representation H there is a dense subset
of elements f € ‘H for which the limit

U —
SUX(f) _ }g% exp(tX;f f

exists. This formula for § Uy defines an unbounded operator on that set. An element
f € H is a smooth element for the representation H of G if

8Ux,8Ux, - --6Ux, (f)

is well defined for any n and any X, X5, ..., X, € Lie(G). The set of smooth
elements of H is denoted by H ... We may realize Lie(G) as an algebra of operators
on H. If choose a basis {A, B, C} for the Lie algebra Lie(G) such that

exp(rA) = (1, (¢, 0)), exp(rB)=(1,(0,1)), exp(tC) = (e(r), (0,0)),
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then a complex number 7 € C with nonzero imaginary part gives a decomposition
of Lie(G) ® C into conjugate abelian complex subalgebras:

W = (8Us — 18UB),
W: = (8U, — £8Up).

Theorem 13.3.4 Fixt € Cwithlm(t) > 0. Then in any Heisenberg representation
of G there exists an element f., unique up to a scalar, such that §Ux( f) is defined
and equal to 0 for all X € W..

In the Heisenberg representation H, we have
d
SUAS(x) = ——f(x),
dx

2
SUp f(x) = ”gle(x),
SUc f(x) =2m1 f(x),

and H,  is the Schwartz space S(R). The element f; in Theorem 13.3.4 is given

by
1
fr=e (chZ) .

The complex parameter T induces a complex structure on R? given by the
isomorphism

R?> — C,
x = (x1,x2) —> X = X1 + Xx2.

We can realize a representation of G which is canonically dual to the Heisenberg
representation H; in terms of this complex structure.

Theorem 13.3.5 Let v € C with Im(t) > 0, and let H, be the Hilbert space of
holomorphic functions h on C with

/ |h(F)2e MO gy dx, < o0.
C

Then

1 i
Upph(®) = 1" le (E (yl)? + %)) h(E + §)

defines an irreducible unitary representation of G.

We call this representation the Fock representation of G.
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13.3.2 Heis((Z/cZ)?)

Let ¢ be a positive integer, and let K = (Z/cZ)*. We endow G = K x C! with the
structure of a Heisenberg group defined by the cocycle v and the pairing e given
by

1
Y(([n1], [n2D), ([m1], [m2])) = e (% (nymy — m1n2)> .

1
e(([n1], [n2]), (Im1], [m2])) = e (; (nymy — man)) ,

where ([n1], [n2]), ([m1], [m2]) € K.

If we choose as maximal isotropic subgroup H = {([n{], [n2]) € K | [n,] = 0},
we may realize the Heisenberg representation as the action of G on C(Z/cZ) given
by

miny

1
Ui @mi1,ma@([n]) = Ae <; (nm + )) d([n + m1])

for (A, ([m1], [mz])) € G and ¢ € C(Z/cZ). In particular we have
Ua qmn.on@([n]) = ¢([n + ma)),
1
Ua.o.mm@([n]) =e (Enmz> f(nD.

Remark 13.3.6 This type of Heisenberg groups is related to algebraic Heisenberg
groups or, more generally, Heisenberg group schemes. These are given by central
extensions of the form

1 -G, - G—-K = 0,

where K is a finite abelian group scheme aver a base field k. These groups arise in
a natural way on considering ample line bundles on abelian varieties over the base
field k. The corresponding Heisenberg representations can be realized as canonical
actions of G on the spaces of sections of these bundles. The action of Gal(k/ k)
on the geometric points of G implies important algebraicity results about these
representations. The abelian varieties that play a role in the constructions that
follow are the elliptic curves whose period lattice is spanned by the parameter t
which defines the complex structure on the noncommutative torus.

The relevant finite groups that arise in this context are given by the automor-
phisms of the induced by a translation on the elliptic curve, and the space of sections
on which the Heisenberg group scheme is represented is given by the elements in
the Fock representation which are invariant under the action of the lattice.
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13.4 Heisenberg modules over noncommutative tori
with real multiplication

Let 6 € R be a quadratic irrationality, and let

a b
g = (C d) € SLy(Z)

be a matrix fixing 6. In this section I describe the construction of a .45—A4y bimodule
E, whose isomorphism class gives a Morita self-equivalence of Ag. In what follows
we assume that ¢ and c6 + d are positive. Let

cB+d

& = ,
C

and consider the following operators on the Schwartz space S(R):

(U fHx) = flx —e),
(V f)(x) = e(x) f(x),

A 1
(Uf)(X)=f<x—E>,

0 Hw =e (=) .

Note that each pair of operators corresponds to the Heisenberg group action of two
generators of R?, where, as before, we identify the Schwartz space S(R) with the
set of smooth elements of the Heisenberg representation H, of Heis(R?).

We consider also the following operators on C(Z/cZ):

(@gp)([n]) = ¢([n — 11),
(e)([n]) =& ( ) o([n)),

@g)[n) = ¢(ln — al),
(9)(n) = & (=) @(lnD.

Because both a and d are prime relative to ¢, each pair of operators corresponds
to the Heisenberg group action of two generators of (Z/cZ)?> on the Heisenberg
representation C(Z/cZ) of Heis((Z/cZ)?).

Taking into account the commutation relations satisfied between each of the
preceding pairs of operators and the fact that g6 = 6, we see that the space

E,=SR)® C(Z/cZ)
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becomes an Ay—Ay bimodule on defining
(f@PU = U @i)f ®¢).
(f@PV =V ([ ®P),
U(f®¢) =0 @)(f ®¢),
V(f®¢)= (VN ®p),
where f € S(R) and ¢ € C(Z/cZ).

Theorem 13.4.1 (Connes [1]) With the preceding bimodule structure, Ey is finite-
type and projective both as a right Ag-module and as a left Ap-module. Considering
it as a right module, we have rk(E,) = cf +d. The left action of Ay gives an
identification

End4,(E,) >~ Ay.
We refer to this kind of modules as Heisenberg modules.

Taking into account the Ay—Ay bimodule structure of E,, we may consider
the tensor product E, ® 4, E,. This is one of the main consequences of the real
multiplication condition. There is a natural identification (see [5, 12]):

E;®u, Eg >~ Ep.

To see this consider first the completed tensor product over C of the space E,

with itself:
E;®E; = [SR)® C(Z/cD]I ®[S(R) ® C(Z/cZ)]

= [SR) & SR®)] ® [C(Z/cZ) ® C(Z/cL)]

=[SR x R)] @ [C(Z/cZ x Z[cZ)] .
The space S(R x R) is the space of smooth elements of the Heisenberg rep-
resentation of Heis(R*) obtained as a product of the Heisenberg representa-
tions of Heis(R?). Likewise, C(Z/cZ x 7/cZ) is the Heisenberg representation
of Heis((Z/cZ)*) obtained as a product of the Heisenberg representations of
Heis((Z/cZ)?%).

To pass from E, ® E, to E, ® 4, E, we have to quotient E, ® E, by the space
spanned by the relations

(f@MUIS[g®w], =[f @] [U(g®@w)],
[(f®PVI®I[g® 0] =[f®¢IB[V(g®w],

where f, g € S(R) and ¢, w € C(Z/cZ). At the level of the Heisenberg repre-
sentations involved, this amounts to restricting to the subspaces of S(R x R) and
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C(Z/cZ x 7./cZ) which are invariant under the action of the subgroups of Heis(R*)
and Heis((Z/cZ)*) generated by the elements giving these relations.

The corresponding space of invariant elements in S(R x R) is canonically iso-
morphic to the space S(R) of smooth elements of the Heisenberg representation
of Heis(R?) with ce?/(a + d) playing the role of ¢. In C((Z/cZ) x (Z/cZ)) the
corresponding invariant subspace is canonically isomorphic to the Heisenberg rep-
resentation C(Z/c(a + d)Z) of Heis((Z/c(a + d)Z)*). Thus we get

E, ®4, E; ~ S(R)® C(Z/c(a + d)Z)
= Egp.

The compatibility of the module structures in this isomorphism is implied by the
the compatibility of the Heisenberg representations involved.
In a similar manner one may obtain isomorphisms
Eg ®A9 "'®A€ Eg ~ Egrt.

n

13.5 Some rings associated to noncommutative tori
with real multiplication

Noncommutative tori may be considered as noncommutative projective varieties.
In noncommutative algebraic geometry, varieties are defined in terms of categories,
which play the role of appropriate categories of sheaves on them (see [17]). In [10]
Polishchuk analyzed real multiplication noncommutative tori from this point of
view. Given a real quadratic irrationality 6 and a complex structure §; on Ay,
Polishchuk constructed a homogeneous coordinate ring associated with ’]I% and §;.
During the rest of this section g will denote a matrix in S L,(Z) fixing a quadratic
irrationality 6. We will denote the elements of the powers of this matrix by

a, b
n — n n , 0 .
& <Cn dn) "=

Given a Heisenberg Ay—Ay bimodule E,, we use the complex structure §; on Ay
to single out a finite-dimensional subspace in each of the graded pieces of

gg:@Eg®AH®A9Eg

n>0

==€£}E%m

n>0

n

This should be done in a way compatible with the product structure of &,.
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Given a Heisenberg As—Ay bimodule E,, we may define a connection on E, by

(V1f ® )x, [n]) = 27t (Z) (f @ P)x. [n)),

X
&

d
(Vof @ #)(x, [n]) = E(f ® ¢)(x, [n]).

Connections of this kind were studied in [3] in the context of Yang—Mills theory for
noncommutative tori. Note that this connection corresponds to the action of the Lie
algebra of Heis(R?) on the left factor of S(R) ® C(Z/cZ) given by the derivations
38U, and §Up. Once we choose a complex parameter T € C \ R giving a complex
structure on .4y, the corresponding decomposition of the complexified Lie algebra
singles out the element f; (Theorem 13.3.4). Thus it is natural to consider the
spaces

Ry,={fi ®p € E;|¢p € C(Z/cL)}
_ 1 2
- {e (grx ) RpcE, e C(Z/cZ)}.

These are the the spaces of the holomorphic vectors considered in [5, 10, 12, 16].
We denote by f; , the corresponding element on the left factor of E,, and let

Ry = |fin®9 € Epld € C@/aD).

Following [10], we define the homogeneous coordinate ring for the noncommuta-
tive torus T3 with complex structure 8. by

By(0.7) = €P Ry
n>0
The following result characterizes some structural properties of B,(6, ) in terms
of the matrix elements of g:

Theorem 13.5.1 [10, Theorem 3.5] Assume g € SL,(Z) has positive real eigen-
values.

(i) Ifc > a+d then B,(0, 7) is generated over C by R,.
(ii) Ifc > a+d +1then B,(0, v) is a quadratic algebra.
(iii) Ifc > a+d +2then B,(0, 1) is a Koszul algebra.

Let X, be the elliptic curve with complex points C/(Z @ t7Z). Taking into
account the remarks at the end of Section 13.3, it is possible to realize each space
R as the space of sections of a line bundle over X . For this we consider the matrix
coefficients obtained by pairing f; , with functionals in the distribution completion
of the Heisenberg representation which are invariant under the action of elements in
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Heis(R?) corresponding to a lattice in R? associated to g”. This matrix coefficients
correspond to theta functions with rational characteristics which form a basis for
the space of sections of the corresponding line bundle over X, . In these bases the
structure constants for the product of B¢(6, T) have the form

B, (It),

where ¢ € Z, and v,(I7) is the theta constant with rational characteristic r € Q
defined by the series

9,(t) =Y _explmi(n +r)t].
nez

This fact has the following consequence:

Theorem 13.5.2 [9] Let 6 € R be a quadratic irrationality fixed by a matrix g €
SLy(Z), and assume ¢ > a + d + 2. Let k be the minimal field of definition of the
elliptic curve X.. Then the algebra B, (0, t) admits a rational presentation over a
finite algebraic extension of k.

Remark 13.5.3 Analogous results hold for the rings of quantum theta functions
considered in [18]. These rings correspond to Segre squares of the homogeneous
coordinate rings B, (6, 7) and can be analyzed in terms of the Heisenberg modules
involved in their construction.
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